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ABSTRACT

PHONOLOGICAL TRENDS IN THE LEXICON: THE ROLE OF
CONSTRAINTS

FEBRUARY 2009

MICHAEL BECKER
M.A., TEL AVIV UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor John J. McCarthy

This dissertation shows that the generalizations thatkgpegroject from the lexical
exceptions of their language are biased to be natural angutatiented, and it offers
a model of the grammar that derives these biases by encodkigal exceptions in
terms of lexically-speci ¢ rankings of universal constres in Optimality Theory (Prince
& Smolensky 1993/2004). In this model, lexical trends, tlee trends created by the
phonological patterning of lexical exceptions, are incogted into a grammar that applies
deterministically to known items, and the same grammarieptochastically to novel
items. The model is based on the Recursive Constraint Dematlgorithm (Tesar
& Smolensky 1998, 2000; Tesar 1998; Prince 2002), augmenigtda mechanism of
constraint cloning (Pater 2006, 2008b).

Chapter 2 presents a study of Turkish voicing alternati@mwing that speakers

replicate the effects that place of articulation and phogiial size have on the distribution
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of voicing alternations in the lexicon, yet speakers ignbeeeffects of vowel height and
backness. This behavior is tied to the absence of regulactsfiof vowel quality on
obstruent voicing cross-linguistically, arguing for a nebthat derives regular phonology
and irregular phonology from the same universal set of OBtamts.

Chapter 3 presents a study of Hebrew allomorph selectioeravtinere is a trend for
preferring the plural suf x [-ot] with stems that have [0] them, which is analyzed as a
markedness pressure. The analysis of the trend in termsredizess, i.e. constraints on
output forms, predicts that speakers look to the plural stemel in their choice of the
plural suf x, and ignore the singular stem. Since real Hgbstems that have [0] in the
plural also have [0] in the singular, Hebrew speakers wearghtarti cial languages that
paired the suf x [-ot] with stems that have [0] only in the gurdar or only in the plural. As
predicted, speakers preferred the pairing of [-ot] withrstehat have [0] in the plural, i.e.
speakers prefer the surface-based, output-orientedajesaion.

Chapter 4 develops the formal theory of cloning and its garegsplication to lexical
trends, and explores its t with the typologically availabdata. One necessary aspect of
the theory is the “inside out” analysis of paradigms (Hay889), where the underlying
representations of roots are always taken to be identictieéw surface base form, and
abstract underlying representations are limited to af.xés algorithm for learning the
proposed underlying representations is presented in ag/doem and is applied to a range

of test cases.
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CHAPTER 1
INTRODUCTION

1.1 Lexical trends and constraint cloning

In a wide variety of languages, there are cases of morphtdbgategories that are
expressed in more than one way. In English, for instancegdletense is expressed on the
majority of verbs by addinged but on some verbs, the past tense is expressed by changing
avowel to B, e.g.feed fed hold held

A common theme in such limited-scope processes is theirtegapplicability to novel
words. English speakers, for instance, are willing to offexd as the past tense pfeed
productively extending the limited pattern of changing atreowel to H (Albright &
Hayes 2003).

Furthermore, speakers' willingness to apply a limited psscto some novel form X
depends on the number of existing base forms like X that daland undergo the minority
process. Speakers are aware of the proportion of the waatiatidlergo a minority process
out of the total number of eligible words, i.e. speakers iigm@ trend in the application
of the process in their lexicon (henceforth, a lexical tiemmehd apply this trend to novel
items. Results of this type are reported by Zuraw (2000)righi & Hayes (2003), Hayes
& Londe (2006), Becker, Ketrez & Nevins (2007), and sevethécs.

The wish to account for lexical trends in grammatical terrogggback at least as
far as SPE (Chomsky & Halle 1968), where some lexical treneisewvderived by minor
rules, i.e. rules that are formulated using the same meshmnihat are used for regular
rules, but with a limited lexical scope. Other grammaticaichianisms, such as stochastic

grammars, were offered in Zuraw (2000) and Hayes & Londeg2Gmong others. There



are several reasons for thinking about lexical trends imgnatical terms: One reason is
that lexical trends are stated with reference to the samectsbihat are characteristic of
regular grammatical phenomena, such as phonological eksnfieatures, syllables, etc.)
and morphological elements (noun, root, etc.). Anothéaifed reason is that lexical trends
in one language are often found as regular grammatical psesan other languages: For
example, intervocalic voicing is regular in Korean, but tseand in Turkish, affecting stem-

nal stops in some words but not others.

Much work on lexical trends assumes a grammar-external amesim, such as Pinker
& Prince's (1988) dual model. In this line of work, grammas @nstrained by Universal
Grammar) is in charge of the “regular rules” of the languamgeile minority patterns are
taken care of by associative networks. This view makes tleeigtion that Universal
Grammar effects will not be visible in lexical trends — a pegidn not borne out by
observation.

A study of the distribution of voicing alternations in Tuski (chapter 2, see also Becker,
Ketrez & Nevins 2007) shows that speakers are constrainadhibyersal Grammar when
they learn this distribution. Turkish speakers replicatedffect of grammatical principles
on the distribution, such as initial syllable faithfulnessl place of articulation, and ignore
non-grammatical principles, such as a relationship betwesvel height and the voicing
of a following consonant.

In work on plural selection in Hebrew (chapter 3), | show thptakers select plural
suf xes based on the surface form of the plural stem rathanthased on the stem's
underlying representation, even though there is no eviElencthe existing words of
Hebrew for stating the generalization over surface formsis preference is attributed
to the markedness component of Universal Grammar, whichased towards stating
generalization over surface forms.

The product-oriented aspect of lexical trends was alsodnoteAlbright & Hayes

(2003). Inthe English past tense, several vowels in theeptehange to [0] in the pasal



(e.g.drive drove, [el] (e.g.break broke, [i] (e.g. freeze froze), [u] (e.g.choose
chos@. Speakers go beyond the observed mappings, and are wilicigange any vowel
in the present tense to [0] to make the past tense. Havingadeliferent phonological
processes converge on the same output (a “conspiracy”’elésth 1970) is a hallmark
of grammatical behavior, and one of the central argumenfaviar of using Optimality
Theory (Prince & Smolensky 1993/2004).

Since speakers treat lexical trends as grammatical presdkat have limited lexical
scope, and since they are able to apply these processesaifmons, one concludes that
the grammar of a language needs to account for this behawiahin the framework of
Optimality Theory, a central approach in accounting fordektrends is based on stochastic
grammar (Boersma 1997), used in the anlaysis of lexicatlseém Tagalog (Zuraw 2000)
and in Hungarian (Hayes & Londe 2006). This approach ancel&ion to the proposal
made here are discussedxh 3.7.

To summarize, lexical trends show all the aspects of gramaigthenomena, and
they should be described with the same mechanisms lingusststo describe regular
grammatical phenomena. The desired theory will be ableke the existing words of
the lexicon, extract statistical grammatical generaliret from them, and be able to project
these generalizations unto novel words. Previous work ipf@Vided a way for projecting
statistical grammatical generalizations onto novel woodé no mechanism was offered for
extracting those generalizations from the existing worfdb®language. Work outside OT
was able to extract generalizations from existing wordsthse generalizations were not
constrained by Universal Grammar, unlike the generabratthat humans extract from the
words of their language.

| offer an OT-based model that uses constraint interactioaxtract statistical gen-
eralizations from a lexicon and project them onto novel gerffthe model relies on the

treatment of different processes within a single morphickzgcategory as a competition



between conicting grammars, which give rise to competinghgtraint rankings in

Optimality Theory.

1.1.1 Identifying lexical trends

When the expression of a single morphological categorypsedictable given the base
form, lexical trends may arise. The past tense in Englishetample, is not completely
predictable given a verb root: The past tense may be exugrdsseuf xation of —ed
(pronounced predictably ad][ [t] or [Id]), a change of a root vowel (e.tped fed), or no
change at all (e.gspread spread®. Results from Albright & Hayes (2003) clearly show
that speakers identify partial generalizations, or treimd¢he distribution of the different
realizations of the past tense. For instance, among thevaals of English, only verbs
that end in [d] (e.g. spread, rid, shed) or [t] (e.g. set, split, burst) can stay unchanged
in the past. When given a novel verb, speakers replicatddkisal generalization, and
only accept verbs as unchanged in the past when they endan|[d] (e.g.snedcan stay
unchanged in the past, whisib cannot).

As discussed below and in chapter 4, speakers use rankingnargs to identify
unpredictable patterns in the language they are exposeahtbthey build information
about lexical items into their constraint ranking. Thisitedly-enhanced grammar in turn

allows speakers to replicate generalizations about teicdn in dealing with novel items.

1.1.2 Lexical trends and con icting grammars

The fact that English verbs can stay unchanged in the pagtfdhky have a nal [t] or
[d] is not surprising given the presence of [d] in the regwlad past, and an analysis that
connects these two facts would seem like an insightful ongin@lity theory allows the

generalization to be captured fairly easily: Given an ulyiley suf x [-d] and a constraint

10ther expressions of the past tense include the unpreticsatection of [-t] afterf n,lg- nal roots
(learn learn-t, spell spel-), the change of a nal [d] to [t] aftefn,lg (send sent build built), and
the combination of a vowel change (most oftelfif) and t-af xation (sweep swep-}.



that forbids clusters of alveolar stops, like [dt] and [ddgular verbs resolve the cluster
by epenthesis, and verbs that stay unchanged in the pastadbke cluster by deletion
or fusion. Verbs that don't end in [d] or [t] don't violate theonstraint on alveolar stop
clusters, and thus have no reason to stay unchanged in the pas

The tableau in (1) shows the derivation of the vigald] (quidg. The rst candidate
in (1) is the winner, with an epenthetic vowel and hence aatioh of DEP. The second
candidate is zero-marked (i.e. it sounds identical to te) foy virtue of deleting the af xal
[d], thus violating Max2. The nal candidate is the faithful one, which violates a straint

on clusters of alveolar stops (*DD, see also Borowsky 198Hich is undominated in

English.
1)
/gald + d/ *DD MAX DEpP
a.+ galdld *
b. gald *|
c. galdd *|

The derivation of the zero-marked veldprEd](spread is shown in (2). In order to
make the zero-marked form the winnere®must dominate Mx, which is the opposite

of the ranking required bguide

2Alternatively, zero-marked verbs avoid a violation of *DB fusing the root [t] or [d] and the suf xal
[d], violating UNIFORMITY.



(2)

/sprEd + d/ *DD DEP MAX
a.+ sprEd *
b. sprEdid *1
c. SprEdd *|

In terms of OT, then, zero-marked verbs are simply respantdira constraint ranking
that's different from the constraint ranking that contrthle regular verbs of the language.
Regulared-taking verbs that end in [t] or [d] require Mk to dominate [EpP, whereas zero-
marked verbs require the opposite ranking.

Verbs that do not end in [t] or [d], such §stAr](star), shown in (3), cannot be zero-
marked using [d] as the underlying form of the past tense . The fully faithful
form starred harmonically bounds the zero-marked form, since it doegptate any of
the relevant constraints, including the one against dsstealveolar stops. No ranking of

these constraints can produce the zero-maskadas the past tense efar.

3)
IstAr + d/ *DD DEP MAX
a.+ stArd
b. stArld *|
c. StAr *|

To summarize the result so far. Subjecting different verdifferent constraint

rankings allows verbs to be zero-marked in the past only éytlend in [t] or [d].



Furthermore, this result was derived from two other facsualinglish: (a) the language
disallows nal clusters of alveolar stops, and (b) the pa&stse is regularly marked by
af xation of [d].

Zero-marking of the past tense was presented here as anaditer mechanism for
satisfying a phonotactic constraint on English words, *Dihile regular verbs satisfy
*DD by violating DEP, some verbs satisfy *DD by violating M. In other words,
different verbs in English respond to different grammarsrbg likeguiderespond to a
grammar that requires M DEP, while verbs likespreadrespond to a grammar that
requires @Ep  MAX. Verbs that don't end in [t] or [d], likestar, are compatible with
either ranking.

Learners can discover that different words of their languagspond to different
grammars, and then they can keep track of the grammar thhtward requires. A
mechanism for doing so depends on detecting inconsistdtriyce & Tesar 1999) and
then solving the inconsistency by constraint cloning (P26©6, 2008b), as shown in the

next section.

1.1.3 Constraint cloning

If English speakers are to recognize that the vgrideandspreadrespond to different
constraint rankings, they need to be able to extract rankifogmation from these words,
and then discover that those rankings are mutually incoitvipat

A simple way of doing this is by using winner-loser pairs @e4995 et seq.). For
instance, the winneiggldld from the tableau in (1), repeated as (4) below, can be paired
with each of the two losersglld and [galdd, to produce two winner-loser pairs (5). The
result is a comparative tableau (Prince 2002), where a W st a constraint prefers
the winner (i.e. the constraint assigns less violation m&wkhe winner than it does to the
loser), and an L means that a constraint prefers the logertlie constraint assigns less

violation marks to the loser).



(4)

/gald + d/ *DD MAX DEpP
a.+ galdld *
b. gald *|
c. galdd *|
)

/gald + d/ *DD MAX DEpP
a. galdld galdd w L
b. galdid gald W L

A row that has just one W and one L in it simply means that thestamt that assigned
a W to the row must dominate the constraint that assigned artthetrow. Therefore, the
rst winner-loser pair reveals that *DD DEP, and the second winner-loser pair reveals
that MAx  DEP.

Making a comparative tableau out of the tableau in (2) yiédsThe rst winner-loser

pair reveals that *DD MAX, and the second winner-loser pair reveals thekD MAX.

(6)
/sprEd + d/ *DD DEP MAX
a. spreEd sprEdd w L
b. sprEd sprEdid W L




One advantage of comparative tableaux over regular tableathat comparative

tableaux can be combined, as in (7), which combines (5) and (6

(7)
*DD MAX DepP
a. galdld galdd W L
b. galdid gald w L
c. sprEd sprEdd w L
d. sprEd sprEdid L w

The comparative tableau in (7) allows the ranking argumfenota guidedandspread
to be compared and contrasted. Following the Recursive t@onsDemotion algorithm
(RCD, Tesar & Smolensky 1998, 2000; Tesar 1998; Prince 2@@®straint rankings are
discovered by identifying columns that only have W's and gnaells in them, “installing”
them in a ranking, and then removing any winner-loser paias the installed constraints
assigned W's to. In this case, *DD is such a constraint, singely has W's in its column.
It can be installed as the top-ranked constraint in the lagguand winner-loser pairs (a)

and (c) can be removed. The remaining comparative tablaay&;.

(8)
MAX DEeP
a. galdld gald W L
b. sprEd sprEdid L W




At this point, the ranking algorithm stalls, since there moemore constraints that have
only W's in their columns. The information about the rankimfg AX and Dep is exactly
contradictory: the rst winner-loser pairs demanda¥ DEP, and the second winner-
loser pair requires BP MAX. In the original RCD, inconsistency detection causes the
ranking- nding process to stop, given RCD's focus on systehrat can be described with
a single consistent ranking. To extend this approach tesysthat have exceptions, Pater
(2006, 2008b) suggests that exceptional morphemes remjgir@mmar that is inconsistent
with the regular grammar of the language, and thereforenisistency is a property of
natural languages, and must be resolved. Pater suggeisésdbiastraint be cloned, i.e. an
extra copy of the constraint be made, and the new copy be npedecto the exceptional
morpheme involved. In the English case at hand, eithex Mr Dep will be cloned and the
clone will be made speci c to the rosfpread Having exceptional morphemes be subject
to lexically-speci c clones and regular morphemes be stitje the general constraints,
allows the different behavior of different morphemes to bptared in a single, consistent
constraint ranking.

In the current proposal, constraint cloning does not resuhe general constraint and
one-lexically speci ¢ constraint, but rather two lexigaipeci ¢ constraints. The reason
for that will be made clear inl.1.4.

In the English case, one of the constraints, eitherxMor DEP, will be cloned. One
clone will list verbs that end in [d] or [t] and takel@} in the past, likeguide and another
clone will list zero-marked verbs likepread The inconsistency in (8), then, triggers the
cloning of one of the constraints. The result of cloningMis shown in (9), where each

clone is speci c to a lexical item.
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(9)

MAXgaId DEP MAXsprEd
a. galdld gald W L
b. sprEd sprEdid W L

Since the comparative tableau in (9) contains a column thit lsas W's in it, the
search for a ranking can contimy@nd a consistent grammar for English can be obtained:
First, the constraint MX a4 is installed, and the rst winner-loser pair is removed.

With only the second winner-loser pair of (9) remainingsAxan be installed. It will
be added to the ranking below the last constraint to be iestaMAX ga4, and the second
winner-loser pair is removed. The remainingakkyeqis left with no winner-loser pairs
to deal with, so it is installed below £P. The obtained grammar is MKgag  DEP
MAX spreg

To motivate the lexical-speci ¢ nature of both clones, anmscdss the exact nature of

cloning, | turn to a discussion of lexical trends in Turkish.

1.1.4 Replicating lexical statistics

Identifying the existence of irregular patterns in a largpiés a necessary condition
for learning a human language successfully, but it is notf@isat condition. Language
learners must also nd the relative strength of competinigras. When two behaviors
compete for the same set of lexical items, such as the delatid the epenthesis that
compete for thed- andt- nal verbs of English, as discussed above, speaker dost ju

recognize the existence of the two patterns, but also rezedmow well-attested each

30nce a constraint is cloned, the search for a ranking caaresthrts from the beginning with the full set
of winner-loser pairs, or equivalently, simply continugwihe winner-loser pairs that were left over at the
point of cloning. Starting the search for ranking from schadnly needs to happen when winner-loser pairs
are added or removed, as discussexiir?.
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pattern is. Speakers use their grammar to estimate théveeldelihood of the various
behaviors that the grammar allows, and use this estimatediolel the fate of novel items
they encounter. This section shows how constraint clonag lee used to extract the
relative strength of an irregular pattern from the lexicon.

In Turkish, stem- nal voiceless stops become voiced whenaér (such as the
possessive) makes them intervocalic. This process applissme words (10a), but not

others (10b).

(10) bare noun possessive
a. tat tad-1 “taste'
tau taA-1 “crown'
b. at at-1 “horse'
au au-1 “hunger'

The Turkish phenomenon is similar to the case of the Englast fense: Different
words of Turkish behave differently, and this differencen dze captured in terms of
constraint rankings. In Turkish, the relevant markednesssitaints are those against
intervocalic voiceless stops, such as *VtV and3¥*. In words like the ones in (10a),
*VtV and *V WV outrank faithfulness to voicing, causing a voiceless stdpecome voiced.
In words like the ones in (10b), faithfulness outranks *Vthda:V LV, leaving the stem
unchanged in the suf xed form. Note that faithfulness tociog is violated in (10a) only

if the stem- nal stop is taken to be underlyingly voiceleas,it is in the bare noun. | will

4tV and *V OV are not generally active in Turkish, and voiceless intealiz stops occur freely in
roots, e.gata “father', pala “trotter'. The effect of *VtV and *\V must be limited in Turkish to derived
environments, i.e. they must only affect stops that haveinecintervocalic under af xation. While this
restriction could in principle be built into the de nitiorf the constraints, e.g. *Vt]V, where the square bracket
notes a morpheme boundary, a more attractive solutionésexffin Wolf (2008b), who shows that principles
of OT-CC (McCarthy 2007a) can be used to account for derivedr@nment effects without hard-wiring
these effects into the de nition of the constraints.
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assume that the learner takes the bare noun to be the umggdyaresentation, a move that
| discuss and motivate ix4.4.

In Turkish, the proportion of- nal nouns that exhibit the voicing alternation is low
relative to the proportion di- nal nouns that exhibit the voicing alternation. Speakars
aware of the this difference, and when they are given niovell and U- nal nouns and are
asked to add the possessive suf x, they choose voicingratEms more often with)- nal
nouns than with- nal nouns. This replication of the relative strength okileal trends in
novel nouns is by no means restricted to Turkish, and it has béserved in a variety of
languages, e.g. Tagalog (Zuraw 2000), Dutch (Ernestus &&aa003), and many others.

The table in (11) shows counts Bfnal and U- nal monosyllabic nouns in the Turkish
Electronic Living Lexicon (TELL, Inkelas et al. 2000). Theucial point to notice here
is that the 18- nal nouns that alternate are more numerous than théJibal nouns
that alternate, yet the alternatitgnal nouns make only 15% of the tota nal nouns,
relative to the larger 37% alternation rate amonglh@al nouns. So whilet- nal nouns
show more alternation in absolute numbers, they show a snatbportion of alternation.
Since speakers prefer alternating o alternating [t], one can conclude that what speakers
are attending to is not the number of alternating nouns foivangsegment, but rather

the number of alternating nouns relative to the number ofalternating nouns for that

segment.
(11) alternating non-alternating % alternating
t 18 102 15%
U 15 26 37%

It should also be pointed out that speakers must be able { tkaek of alternation
rates for [t] separately fromU, rather than simply compute a single, global rate of
alternations for all consonants. To achieve this resukkakprs must come with a pre-

existing propensity to keep track of the behavior of difféareegments separately, since

13



once two segments are merged into one category, there wilh loeert evidence to suggest
that they should be separated.

To achieve the intended result, i.e. to give the grammar atowapmpare the relative
numbers of alternating and non-alternating items, clor@tsiraints must keep track of
both kinds of items. This is done by making all cloned constsdexically-speci c, rather
than keep a general version of cloned constraints, as im 24186, 2008b).

Turkish supplies con icting evidence for the ranking afdNT(voice), which penalizes
voicing alternations, with respect to the ranking of *VtVdanV UV, which penalize
intervocalic voiceless dental and pre-palatals stoppea/ely. The comparative tableau

in (12) shows the two kinds d@f nal nouns.

(12)
VitV IDENT(voice)
a. tad-1 tat-1 W L
b. at-1 ad-1 L w

Once the learner is exposed to the two kindg-ofal nouns, the ranking of *VtV
relative to DENT(voice) can no longer be found, since neither constraintoimas W's in
its column. The learner will then clone a constraint, in ttése, *VtV (seex4.2 about
choosing which constraint to clone). Both clones are maded#y-speci c, and the result
is the comparative tableau in (13), which givesrise to tla@gnar *VtV,,;  IDENT(VOICe)

*VV 4.
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(13)

*VV tat IDENT(VOICe) *ViV 4t
a. tad-1 tat-1 W L
b. at-1 ad-1 W L

Since the general *VtV is no longer present in the grammar]earner will have to list
any newt- nal nouns they encounter with one of the clones of *VtV.rte that get a W
from *VtV will be listed with *VtV , and items that get an L will be listed with *V{y/
As the nouns tallied in (11) are gradually learned, the tegyigrammar will approach the

one in (14).
(14) VitV 18 items IDE NT(VOiCG) ViV 102 items

In this resulting grammar, mostnal nouns are listed with the clone of *VtV that ranks
below IDENT(voice), meaning that their nal [t] will surface unchangedthe suf xed
form. Only 18 nouns are listed with the high-ranking clone*@fV, making their [t]
become a [d] intervocalically. Since both kinds of nounsleted in the grammar, the
relative size of each group is available to the speaker, hadspeaker can project the
relative probability of alternation onto a novel word: Wheffiered a novel- nal bare
noun, and asked to derive its suf xed form, the speaker cadamly choose one of their
listedt- nal nouns and make the novel noun behave like it. Since d&¥% of the listed
nouns are listed aboveENT(voice), there is only a 15% chance for the novel noun to
alternate. In effect, by choosing randomly from the noursd #re listed in the grammar,
the speaker causes the likelihood of alternation of the Inowen to match the likelihood
of alternation in the grammar, which in turn matches theliliad of alternation in the

lexicon.
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Similarly for theU- nal nouns, once the speaker encountgrsal nouns that do and

do not alternate, they will clone *W, and eventually reach the grammar in (15).
(15) *les items | DENT(VOiCG) *V U\/ZG items

For theU- nal nouns, there are only 15 items listed with the clone W13V that ranks
above bENT(voice), compared to the 18nal nouns listed abovedENT(voice), but these
15 nouns make more than 40% of the total numbey-afial nouns, making the likelihood
of an alternating{} higher than the likelihood of an alternating [t].

One of the responsibilities of the grammar is to estimate¢tetive likelihood of the
various behaviors that it allows, letting speakers buildtogir knowledge of the lexicon
when asked to use a novel item. The use of constraint clorisghown here, allows
speakers to identify the existence of irregular patterlssdso extract their relative strength
from the lexicon.

The grammars in (14) and (15) are compatible with each ofiseshown in (16), where
they are combined. The two clones of *VtV listnal nouns, while the two clones of

*\/ WV list U- nal nouns.
(16) *Vtv 18 items *V l\)\/15 items I DENT(VOiCG) *Vtv 102 items *V U\/ZG items

The grammar in (16) ensures that the listed items behave @meced, e.g. that the
possessive form ofaU always comes out amA-1 and never agtalU1 Furthermore,
the same grammar ensures that a navell noun will probably keep its [t] voiceless
in the possessive form, while a now! nal noun will be more likely to respect *V by
alternating the ] with a [A]. In other words, the same grammar derives the categorical
behavior of listed items, and projects the trends that #tediitems create onto novel items

stochastically.
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1.2 Structure of the dissertation

After the introduction to lexical trends and their treatin@n OT using constraint
cloning, two case studies are presented.

The rst case study is Turkish voicing alternations, dissetsin chapter 2. It presents
a study of the Turkish lexicon, and compares it to resultsnfra novel word task
experiment, showing that speakers projects lexical sizgi®nto novel items. Speakers
use the size of words (mono- vs. poly-syllabic) and the iderdf their nal stop to
de ne classes of similar lexical items, and project the lvdraof each class onto novel
items. Speakers do not use, however, the quality of the waaldvowel in calculating
this similarity. | relate this language-speci c obseraatito the cross-linguistic observation
about speakers' reluctance to learn a relationship betweasl quality and the voicing
of a neighboring consonant (Moreton 2008). The connectetwéen language-speci ¢
lexical trends and cross-linguistic typological obseias is formalized by deriving both
kinds of phenomena from a single inventory of universal t@amsts, CON. The use of
CON to express lexical trends means that only trends thabeaexpressed in terms of
universal constraints can be learned. In other words, gpealse universal considerations
when they assess the similarity of lexical items.

The second case study is Hebrew plural allomorphy, disdussehapter 3. Again, a
lexicon study is compared with results from a novel word tesgeriment, showing that
speakers project a trend from their lexicon onto novel woviddsen choosing a plural suf x
for masculine nouns,im is chosen in the majority of cases, but the presence of am[0] i
the stem signi cantly boosts the likelihood of choosing tharal allomorph et. In real
Hebrew, every plural noun that has an [0] in its stem also hg®kin the singular, so in
real Hebrew, the connection between the presence of thae fbki stem and the selection
of the suf x —ot can be stated equally well over the singulars, the pluralthe@mapping
between singulars and plurals. In an arti cial mapping ekpent, Hebrew speakers were

asked to learn novel vowel mappings between singular andlgtems that put [0] only in
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the singular or only in the plural. The speakers showed a&pzate for selecting the plural
af x based on the vowel present in the plural stem. This periee doesn't come from real
Hebrew, and | propose that it comes from universal gramm#faornhalize this preference
with the use of markedness constraints, which only assdpsitforms, in this case, plural
forms.

With the support gathered in chapters 2 and 3 for the use ofm@pty Theory to
account for lexical trends, a formal theory is developedhapter 4. | offer an extension
of the Recursive Constraint Demotion algorithm (RCD, Tes&@molensky 1998, 2000;
Tesar 1998; Prince 2002) with constraint cloning (Pate62Q008b) that learns a grammar
from language data that includes lexically-speci ¢ phagstal processes. This chapter
also offers a discussion of the revised assumptions abalé@rlyng representations in this
model, speci cally, the restriction of non-surface-trugderlying representations to af xes,
leaving roots necessarily surface-true underlyingly.aifyn the typology of lexical trends

that the model predicts is examined.
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CHAPTER 2
UNIVERSAL LEXICAL TRENDS IN TURKISH

2.1 Introduction

This chapter examines the phonology of voicing alternatianturkish, and shows that
Turkish speakers display a detailed, yet imperfect knogdembout trends in their lexicon.
| propose that the source of the imperfection is Universain@nar, which biases learners
to notice some trends and ignore others.

Voicing alternations in Turkish are observed at the righjesdof nouns, as in (17).
Nouns that end in a voiceless stop in their bare form, suchepre-palatal stod], can
either retain that(} in the possessive (17a-b), or tig pf the bare stem may alternate with

the voiced ] in the possessive (17c¢-d).

(17) bare stem possessive
a. a al1 “hunger’
b. ana and)1 “female cub'
c. taJ taA-1 “crown'
d. ama ama-1 “target’

Whether the nal stop of a given noun will or will not altermais unpredictable.
However, the noun's size strongly correlates with its statMost monosyllabic nouns
do not alternate, while most poly-syllabic nouns do. Seck®.2 discusses several other
factors that correlate with voicing alternations, and shidlwat Turkish speakers use only

a subset of the available factors: They use the noun's sidetla place of articulation
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of the nal stop, but they do not use the quality of the vowedttiprecedes the word-
nal stop. A back vowel before a word- nal{], for instance, correlates with more
alternations, but Turkish speakers ignore this corrataticheir treatment of novel nouns.
This language-speci ¢ behavior can be understood from a&schimguistic perspective:
Typological observations commonly correlate the distidouof voice with a word's size

and a consonant's place of articulation, but rarely or nexédr the quality of a neighboring

vowel. Indeed, speakers are reluctant to learn pattermsdnaelate vowel height with the
voicing of a neighboring consonant (Moreton 2008, see alsoekdn & Thomas 2007).

From a cross-linguistic perspective, it is unsurprisingt ttnono-syllabic nouns would
behave differently from poly-syllabic nouns with respexthe voicing alternation. Initial
syllables are often protected from markedness pressin@sjrsy a wider range of contrasts
and an immunity to alternations (Beckman 1998). Speciycail Turkish, the privileged
status of the feature [voice] in initial syllables is not yrdeen in voicing alternations.
Generally in the language, a coda stop followed by an onsgt will surface with the
voicing feature of the onset stop (eig.tib.dat despotism' *is.tip.dat), but a coda stop in
the initial syllable may disagree in voice with the followionset (e.gmak.bul "accepted’,
eb.kem mute’).

The backness of a neighboring vowel, however, is never seentéract with a
consonant's voicing. While such a connection is mildly pétcally plausible (vowel
backness correlates with tongue-root position, which iin twrrelates with voicing), there
is no known report of any language where consonant voiciramges depending on the
backness of a neighboring vowel, or vice versa. Given thisig#he universal inventory of
possible phonological interactions, it is no longer swgipg that in Turkish, speakers show
no sign of using vowel backness as a predictor of voicingadigons.

In Optimality Theory (Prince & Smolensky 1993/2004), typgical observations are
encoded in the structure of the universal inventory of aansts (CON). The constraints

are crafted such that their interactions produce all angt e observed sound patterns
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of the world's languages. The preferred status of initidlabfes is encoded with a set of
faithfulness constraints speci c to initial syllables. &kack of interaction between vowel
backness and voicing is encoded by the exclusion of conssriom CON that penalize
some value of [ back] next to some value of |voice], e.g. *f back][+ voice]. In the
absence of such constraints, there is never a reason toebaegf these features in the
presence of the other, and the lack of interaction is predicThe account of the Turkish
facts offered here capitalizes on these aspects of CONewdrhaining agnostic about the
mechanism that excludes these constraints, be it by asguaniimnate set of constraints
(which is the regular assumption in OT since Prince & Smdgri®93/2004, and in the
context of learning in Tesar & Smolensky 1998, 2000; Tes&81Mayes 2004; Jarosz
2006; Tesar & Prince 2006, among others), or by a mechanisrarddtraint induction (as
in Hayes & Wilson 2008, Flack 2007a) that is purely phonataahd therefore has no
access to lexical trends.

A version of Optimality Theory is proposed where the behawibindividual lexical
items is recorded in terms of lexically-speci ¢ constraiahkings (cf. Pater 2000, 2005,
2006, 2008b; Anttila 2002; Inkelas et al. 1997; 1t0 & Mesi®95). A noun with a non-
alternating nal stop, likeanadd anal] is associated with the rankingiNT(voice)

*\/ IV, meaning that faithfulness to voicing outweighs the mdriess pressure against
intervocalic voiceless palatal stops. A noun with a naleaftating stop, likeamal
amaA-1 is associated with the opposite ranking, i.elJ¥  IDENT(voice). This assumes
that the nal stop inamaJ is underlyingly voiceless, and that it surfaces unfaitlyfir
amaA-1, contrary to the traditional generative analysis of Tunkjsees 1961; Inkelas &
Orgun 1995; Inkelas et al. 1997), and in line with the suggastin Hayes (1995b, 1999).
This aspect of the analysis is discussed and motivatz2. &

Given this approach, the behavior of mono-syllablic nouile aU  aA-1 can
be recorded separately from the behavior of poly-syllalmans, by using a faithful-

ness constraint that protects the voicing feature of stoptheé base's initial syllable,
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IDENT(voice);. The existence of constraints in CON that are speci ¢ taahsyllables
allows Turkish speakers to learn separate lexical trendsytmosyllabic and polysyllabic
nouns. On the other hand, in the absence of universal cantstthat relate voicing and
vowel backness, the backness of the stem- nal vowel caneotised in recording the
behavior of any lexical items, and this aspect of the lexigoes ignored by speakers.

To encode lexically-speci ¢ constraint rankings, the vensof Optimality Theory used
here is one augmented by a mechanism of constraint clonirgpdped in Pater 2006,
2008b, see also Mahanta 2007; Coetzee 2008). In this thiemyuage learners detect
that their language requires opposite rankings of a paiontaints, and then clone one
of those constraints. In the Turkish case, speakers refladesome lexical items require
IDENT(voice)  *V WV and some lexical items require the opposite ranking. Thege
one of the constraints, sap#NT(voice), and then non-alternating nouns are associated
with the clone of bENT(voice) that ranks over *W, and alternating nouns are associated
with the clone that ranks under tW.

The resulting grammar contains two lists of nouns, as e\ferryal noun of Turkish is
listed under one of the clones abgNT(voice). Since most- nal nouns do alternate,
most nouns will be listed with the clone that ranks belowt Now suppose a
speaker encounters a novel noun in its bare form, and theyegtered to produce the
possessive form. The grammar allows the nal stop to eith@rate or not alternate,
but the alternating behavior is more likely, since more rware listed with the clone
of IDENT(voice) that ranks below *W. Cloned constraints allow speakers to reach
a grammar that records the behavior of known items, and tmejeqt that behavior
probabilistically onto novel items.

The full analysis of Turkish will involve the faithfulnessstraints bENT(voice) and
IDENT(voice), to protect nal stops from becoming voiced, and additibp&ll AX and
MAXs1, to protect nal dorsals from deleting (se@.4.6). These faithfulness constraints

con ict with a family of markedness constraints againstoeaess stops, either between two
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vowels (*VpV, *VtV, *V LV, *VkV) or between a sonorant consonant and a vowel (*RpV,
*RtV, *R WV, *RkV). Each stop- nal noun of Turkish is listed under a paif con icting
constraints, or equivalently, each pair of con icting ctagmts accumulates a list of lexical
items, and this listing allows the speaker to project theckdstatistics onto novel nouns.
This ability of speakers to project trends from their lexianto novel items is a well-
established observation (see Zuraw 2000, Albright et &d12&rnestus & Baayen 2003,
Hayes & Londe 2006, among others). The theoretical corttabwf this work is two-fold:
(a) It relates the projection of language-speci c lexigakds to cross-linguistic patterns of
phonological interactions, by deriving both from the intay of universal constraints in
CON, and (b) it offers an OT-based grammar that applies atéstically to known items,

and projects lexical trends directly from those items orteeh nouns.

2.2 Turkish lexicon study

The distribution of voicing alternations in the lexicon afirkish depends heavily on
the phonological shape of nouns. For instance, while thé st@p in most mono-syllabic
nouns does not alternate (18a), the nal stop in most poliabic words does alternate
with its voiced counterpart (18b). This section offers aadet quantitative survey of the
Turkish lexicon, based on information from the Turkish Elenic Living Lexicon (TELL,

Inkelas et al. 2000).

(18) Bare stem Possessive
a. a al1 “hunger’
b. ama amai-1 “target’

Several phonological properties of Turkish nouns will becdssed, showing that four
of them correlate with stem- nal alternations: (a) the ngwsize (mono-syllabic vs. poly-
syllabic), (b) the place of articulation of the stem- nabpt (c) the height of the vowel that

precedes the stem- nal stop, and (d) the backness of thagéiow
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Of the 3002 nouns in TELL whose bare stem ends in a voicelegps almost 90% are
poly-syllabic, and in most of those, the nal stop alterrsatd 9). The rate of alternation is

much lower for monosyllables, especially in those with apdéexn coda.

(19)  size n % alternating
Monosyllabic, simplex coda (CVC) 137 11.7%
Monosyllabic, complex coda (CVCC) 164 25.9%
Polysyllabic (CVCVC and bigger) 2701 58.9%

The distribution of alternating stops also varies by the@laf articulation of the word-
nal stop (20). Most word- nal labials, palatals and dorsatlo alternate, but only a small

proportion of the nal coronals do.

(20)  Pplace n % alternating
Labial (p) 294 84.0%
Coronal (t) 1255 17.1%
Palatal ) 191 60.5%
Dorsal (k) 1262 84.9%

While longer words correlate with a higher proportion okattating nouns, size does
not affect all places equally (21). In all places, CVC wortteraate less than CVCVC
words, but the behavior of CVCC words is not uniform. For ébiand palatals, a majority
of CVCC words alternate, patterning with the CVCVC wordsr e dorsals, the CVCC

words pattern together with the shorter CVC words, showingadest proportion of

1Some nouns in TELL are listed as both alternators and nemrators. In calculating the percentage
of alternating nouns, such nouns were counted as half attes (although in reality it's entirely possible
that the actual rate of alternation is different from 50%efiefore, the proportion of alternating nouns is
calculated by adding the number of alternating nouns arfdfahumber of vacillating nouns, and dividing
the sum by the total number of nouns.

2Dorsals delete post-vocalically, se2.4.6 for discussion.
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alternators. Finally, the coronals show a very minor pldfeze with CVCC words actually

having a slightly higher proportion of alternators tharmeitlonger or shorter words.

(21) CVC cvce CVCVC
Place n % alt n % alt n % alt
p 30 26.7% 16 75.0% 248 91.5%
t 41 6.1% 79 19.0% 1135 17.3%
U 23 17.4% 18 58.3% 150 67.3%
k 43 3.5% 51 9.8% 1168 91.2%

In other words, it is not the case that size and place each aas@nstant effect.
Their effect on the distribution of voicing alternationsnoat be accurately described
separately. Anticipating the discussiond2.3.2, it will be seen that indeed speakers treat
each place/size combination separately.

Further study of TELL reveals a correlation between the igualf the vowel that
precedes the word- nal stop and the proportion of altenatiouns: high vowels correlate
with a higher proportion of alternating stops relative tondogh vowels, and so do
back vowels relative to front vowels. This correlation ishiex surprising, since cross-
linguistically, vowel quality in not known to in uence theoicing of a neighboring
obstruent.

A noun- nal stop is about 30% more likely to alternate whetidaing a high vowel

than when following a non-high vowel (22).

SVowel length does correlate with voicing, with long vowelsrielating universally with voiced
consonants and short vowels with voiceless consonantkdiLi& Abramson 1964; Ohala 1983; Volatis
& Miller 1992). In some cases, such as that of Canadian Raidime change in vowel length causes a
concomitant change in vowel quality. S&&4.2 below for discussion.
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(22) Height of stem- nal vowel n % alternating

high 1690  41.7%
+ high 1312 71.9%

The correlation with height, however, is not equally dimtted among the different
size and place combinations. The table in (23) shows thabist gize/place combinations,
there are only modest differences (less than 10%) betweeprthportions of alternating
nouns given the height of the preceding vowel. A larger dati@n in the opposite direction
(53%) is seen for the CVCO- nal words, but this is limited to a mere 18 nouns, which
explains its negligible impact on the overall size coriielat The correlation with height
is concentrated at the longernal nouns, where several hundred nouns show 24% more

alternating stops following a high vowel.

(23) cvC cvce CVCVC
high +high high + high high  +high

19 11 13 3 132 116
p

26%  27% 77%  67% 85% 99%

24 17 55 24 796 339
t

10% 0% 15%  29% 10% 34%
14 9 8 10 91 59
U

18%  17% 88%  35% 66% 69%

31 12 33 18 474 694
k

2% 8% 12% 6% 87% 94%

A fourth and nal phonological property that signi cantlyocrelates with the distribu-
tion of voicing alternations is the backness of the stem-vavel (24). When preceded
by a back vowel, a stem- nal stop is about 10% more likely temdate compared to a stop

preceded by a front vowel.
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(24)  Backness of stem- nal vowel n % alternating

back 1495 49.5%
+ back 1507 60.3%

Just like vowel height, the correlation with vowel backnisssot uniformly distributed
in the lexicon. As seen in (25), the correlation with baclenisssmall (at most 13%) for
labial-, coronal- and dorsal- nal nouns. A robust corraatwith backness is seen I
nal words of all sizes. Averaged over the 191 nal nouns, the proportion of alternating

nouns is 30% higher following a back vowel relative to a frooivel.

(25) cvC cvce CVCVC
back +back back + back back +back
12 18 4 12 113 135
p
33% 22% 75% 75% 96% 87%
18 23 34 45 673 462
t
8% 4% 26% 13% 16% 19%
R 11 12 10 8 66 84
U
14% 21% 40% 81% 50% 81%
19 24 25 26 510 658
k
8% 0% 16% 4% 90% 92%

In contrast to the four properties that were examined uotw (size, place, height and
backness), a phonological property that has but a negéigitnirelation with the distribution

of voicing alternations is the rounding of the stem's nalwal (26).

(26) Rounding of stem- nal vowel n % alternating
round 2524 54.6%
+round 478 56.4%
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A closer examination of vowel rounding is no more revealiagd the details are
omitted here for lack of interest. Other phonological pripe that were checked and
found to be equally unrevealing are the voicing featuresoosonants earlier in the word,
such as the closest consonant to the root- nal stop, theestasnset consonant, and the
closest obstruent.

To sum up the discussion so far, four phonological propeifeTurkish nouns were

seen to correlate with stem- nal voicing alternations irrkigh:

Size: mono-syllables alternate less than poly-syllabls] among the mono-

syllables, roots with simplex codas alternate more thatsraith complex codas.

Place (of articulation): Stem- nal coronals alternate feast, while labials and

dorsals alternate the most.

Vowel height: stem- nal stops are more likely to alternatdldwing a high vowel

compared to a non-high vowel.

Vowel backness: stem- nal stops are more likely to alteerfatiowing a back vowel

compared to a front vowel.

All of these properties allow deeper insight when considenepairs: Size and place

have a non-uniform interaction, with CVCC words behavikg ICVC words when dorsal-

nal and like CVCVC words when labial- or palatal- nal. Helig and backness interact
with place non-uniformly: the correlation with height isrm@ntrated in the coronal- nal

nouns, while the correlation with backness is concentratdige palatal- nal nouns.

In statistical parlance, the aforementioned propertiesoeaunderstood as predictors in
aregression analysis. Since TELL makes a three-way digtmin stop- nal nouns (nouns
that don't alternate, nouns that do, and “vacillators&, nouns that allow either alternation
or non-alternation), an ordinal logistic regression modas tted to the lexicon using the

Irm() function in R (R Development Core Team 2007). The dependaidiMe was a three-
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level ordered factor, with non-alternation as the lowestliealternation as the highest level,
and optional alternation as the intermediate level.

Five independent variables were considered:

Size: a three-level unordered factor, with levels corresirtg to mono-syllables
with a simplex coda (CVC), mono-syllables with a complex &®dCVCC), and

poly-syllables (CVCVC). CVC was chosen as the base level.

Place: a four-level unordered factor, with levels corregfiog to coronal, palatal,

labial and dorsal. Dorsal was chosen as the base level.

High, back and round: each of the three features of the stesmhvowel was encoded
as two-level unordered factor. The base levels chosen wamnehigh, front and

unrounded.

First, each of these ve predictors was tried in its own motiehssess each predictor's
overall power in the lexicon (27). This power is measuredRsyand by the model's
likelihood ratio (Model L.R.), which comes with a number cgtees of freedom and a
p-value. It turns out thatlace high, size andbackare highly predictive of alternations, in

that order, andoundisn't*.

(27) R2  ModelL.R. df p
place 482 1469 3 <.001
high 113 284 1 <.001
size .078 193 2 <.001
back .015 37 1 <.001
round 0 0 1 489

4Another method for assessing the predictive power of eaaturfe separately is a TIMBL simulation
(Daelemans et al. 2002). Given the data in TELL, this systexates a number called “information gain” for
every predictor that it is given. The system con rmed thedietrin (27), assigning the ve predictors the
following information gain values, respectively: .367710.047, .009 and .0004.
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While high has a largeR? thansize the interaction ohigh andplaceis less powerful
than the interaction adizeandplace The interaction oplacewith each ofsize high, and

backwere tested in separate models, summarized in (28).

(28) R2  ModelL.R.  df p
place*size .588 1920 11 <.001
place*high  .519 1621 7 <.001
place*back .488 1496 7 <.001

When a base model that halsice*sizeas a predictor is augmented withace*high R?
goes up to .616. Augmenting the base model \pitice*backonly bringsR? up to .594.
Finally, model with all three of the interactions in (28) asgictors reaches &R? of .622,
with a model L.R. of 2078 for 19 degrees of freedom. This naidel is given in (29).

The model in (29) hardly contains any surprises, as it cos rine validity of the
observations made earlier in this section. It simply restahe numerical observations
as differences in the propensity to alternate relative écettitrarily chosen baseline levels
of the predictors, namely CVC size, dorsal place, non-higluels and front vowels. The
size effect is mostly limited to the difference between CM@ £VCVC, with none of
the CVCC levels reaching signi cance relative to CVC. In @¥CVC size, the coronal
and palatal places alternate signi cantly less than theeli@es dorsal, and labial place
only approaches signi cance at this size. The vowel featusach signi cance for the

interaction of high and coronal, and for the interaction atkband palatal.

5The model in (29) was validated with the fast backwards si@pn method of thevalidate()function,
and the predictobackwas the only one deleted. Since the interactiobaxtkwith placewas retained, | did
not removebackfrom the model, so as not to leave an interaction in the modtblowrt its components. In
200 bootstrap runs, seven factors were considered: the thieraction factors, and the four basic factors
they were made of. At least 5 of the 7 factors were retaine®ihdf the runs, and in the vast majority of the
runs, the three interaction factors were among the oneimeetaTheR? of the model was adjusted slightly
from .6213 to .6117. An additional step of model criticismsanaken with thepentrace()function, which
penalizes large coef cients. With a penalty of .3, The pe®a model was left essentially unchanged from
the original model in (29), with slight improvements of thev@lues of the vowel-place interactions at the
fourth decimal place.
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(29)

Coef cient SE Waldz p
(y>=vacillator) 3.502 0.745 4.70 >0.001
(y>=alternating) 3.822 0.746 513 >0.001
COR 0.102 0.976 0.10 0.917
LAB 2.201 0.954 2.31 0.021
PAL 1.249 0.950 1.31 0.189
cvccec 0.783 0.869 0.90 0.367
CvCVvC 5.488 0.735 7.47 0.000
high 0.874 0.205 4.27 0.000
back 0.288 0.204 141 0.158
CVCC *COR 0.703 1.102 0.64 0.523
CVCC *LAB 2.022 1.157 1.75 0.081
CVCC * PAL 1.269 1.129 1.12 0.261
CVCVC *COR 4.011 0.959 4.18 >0.001
CVCVC * LAB 1.737 0.901 1.93 0.054
CVCVC * PAL 3.110 0.919 3.38 0.001
COR * high 0.620 0.254 2.45 0.014
LAB * high 0.533 0.539 0.99 0.323
PAL * high 0.754 0.387 1.95 0.051
COR * back 0.077 0.254 0.30 0.762
LAB * back 0.755 0.490 1.54 0.123
PAL * back 1.136 0.386 2.95 0.003

To summarize the study of the Turkish lexicon, it was fourat toth size and place

are excellent predictors of the alternation status of nouasger nouns are more likely to

alternate, and coronal- nal nouns are less likely to akkéen In addition, the height and
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backness of nal stem vowels are also good predictors in énatimn with place: High
vowels promote the alternation of coronals, and back vowsdsnote the alternation of
palatals. All of these generalizations were con rmed to ghly statistically signi cant
in a logistic regression model. In other words, the size af® the place of their nal
stop, and the height and backness of their nal vowels atirggty correlate with voicing

alternations in a way that is statistically unlikely to beidental.

2.3 Speakers' knowledge of the lexicon

In the previous section, the distribution of voicing alt@ions in the Turkish lexicon
was examined and shown to be rather skewed. The distribofiatternating and non-
alternating noun- nal stops is not uniform relative to athghonological properties that
nouns have: Size, place, height and backness were idengisedtatistically powerful
predictors of alternation.

What the humans who are native speakers of Turkish know aheutlistribution of
voicing alternations, however, is a separate questionghwisi taken on in this section. It
will turn out that native speakers identify generalizai@bout the distribution of voicing
alternations relative to the size of nouns and the placetafudaition of their nal stops.
However, speakers ignore, or fail to reproduce, corretatioetween the voicing of nal
stops and the quality of the vowels that precede them.

A novel word task (Berko 1958) was used to nd out which stated generalizations
native speakers extract from their lexicon. This kind oktaas been shown to elicit
responses that, when averaged over several speakersatemistributional facts about

the lexicon (e.g. Zuraw 2000 and many others).
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2.3.1 Materials and method
2.3.1.1 Speakers

Participants were adult native speakers of Turkisk (24; 13 males, 11 females, age
range: 18-45) living in the United States. Some of the spsakere paid $5 for their time,
and others volunteered their time. The experiment was eleltvas a web questionnaire,
with some speakers doing the experiment remotely. For tepeakers, reaction times
were indicative of the speakers taking the questionnaimnasitting, with no discernible

distractions or pauses.

2.3.1.2 Materials

A male speaker of Turkish, a graduate student from the ecasatepartment, recorded
the bare form and two possible possessive forms for each nep@ated three times. Each
stimulus was normalized for peak intensity and pitch angeécted by a native speaker to
be natural and acceptable. One of the possessive forms wygseately faithful to the base,
with the addition of a nal high vowel that harmonized withetetem, following the regular
vowel harmony principles of the language. In the other pesige form, the stem nal stop
was substituted with its voiced counterpart, except fotposalick's, which were deleted.

Creating stimuli that exemplify all size, place and vowealiy combinations would
have come up to 96 (four places * three sizes * eight vowelitjeg). Since the lexical
distribution of voicing alternations among palatals artaldés is fairly similar, and in the
interest of reducing the number of stimuli, the palatal audl categories were collapsed
into one category, using 12 words of each place, comparetlfiar2he coronal- and dorsal-
nal words. The total number of stimuli, then, was 72 (thréage categories * three sizes
* eight vowel qualities).

Additionally, native Turkish nouns disallow the round nagthvowelso, 6 in non-initial

position. To make the stimuli more Turkish sounding, noghitiound vowels in the second
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syllable of the CVCVC words were replaced with the corresiog high vowelau, U. The
nouns that were used are presented in (30).
The non- nal consonants were chosen such that the resuibngs all sound plausibly

native, with neighborhood densities equalized among theufitas much as possible.

(30) CcvC CvCcC cvcvce
high  +high high  +high high + high
back | gep yiU telp ginJ heve) Aisip
round e L L P TARITEr
+back | dap nlU parlJ dip ylyap malu
p/U - - -
back | koU zup yorJ kiirp boltu
tiriy
+ round LT CIRIET] IETIPTRIPRRPEPTRIPRTRPTERPR PRI
+back | poU tup solp muiJ konup
guyup
back | pet hit zelt Unt niket gevit
round e b
+back | fat m1 hant St ya.at oY
t =
back | sot At gont nart solut
bunut
+ back | yot nut Aolt bunt Uorut
muyut
back | vek zik helk tink mesek perik
+back | Aak pk vank nirk tatak bark
k
back | hok stk sonk purk nonuk
diyuk
+back | mok nuk bolk dunk zoruk
yuluk

Finally, 36 llers were included. All the llers ended in dier fricatives or sonorant
consonants. To give speakers a meaningful task to perfotmtie llers, two lexically-
speci ¢ processes of Turkish were chosen: vowel-lengtaraditions (e.gruh  ru:h-u
“spirit') and vowel: alternations (e.gourun  burn-u 'nose'). Eighteen llers displayed
vowel-length alternations with a CVC base, and the othehtegn displayed vowel-

alternations with a CVCVC base. All of the llers were chosom a dictionary of

34



Turkish, some of them being very familiar words, and somadeaibsolete words that
were not familiar to the speakers we consulted.

The materials were recorded in a sound attenuated booth Mtintosh computer at a
44.1 KHz sampling rate. Using Praat (Boersma & Weenink 200&)token judged best of
each suf xed form was spliced and normalized for peak intgread pitch. Peak intensity
was normalized using Praat's “scale peak” function set & @-or pitch normalization,
three points were manually labeled in each af xed form: theei of the word, the onset
of the root's nal segment (the onset of the burst in the cas&aps), and the offset of the
word. Then, a reversed V-shaped pitch contour was supesetbon the materials, with a
pitch of 110 Hz at the onset of the word, 170 Hz at the onsetefadbt- nal segment, and
70 Hz at the offset of the word. These values were chosen ier dodbest t most of the
speaker's actual productions, such that changes would bienai.

Finally, for each stimulus, two .wav les were created by catenating the two suf xed
forms with a 0.8-second silence between the two, once wehvthiceless form followed
by the voiced form, and once with the voiced followed by thé&gtess. A linguist who
is a native speaker of Turkish veri ed that the nal matesialere of satisfactory quality.
While she had some concerns about stress being perceivedabnin a few of the ller

items, no problems were found with the stimuli.

2.3.1.3 Procedure

Before the beginning of the experiment, speakers were edithat voicing alterna-
tions are lexically-speci ¢ by presenting a familiar noleanating paradigmtép top-u
“ball') next to a familiar alternating paradigm@Aép Aeb-i pocket’). Then, speakers were
asked to choose the possessive form of two familiar altergatouns (olap "‘cupboard’
andaaU “tree’), and feedback was given on their choices.

The stimuli were presented in a self-paced forced-choisle tihe base form, e.fet

was presented in Turkish orthography, which re ects thevaht aspects of the phonology
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faithfully. The participants saw an overt possessor withitjye case followed by a blank,
to provide the syntactic context for a possessive suf x,. &ljnin “Ali's
”, and they heard two possible possessed forms,fet-g.andfed-i. Speakers
pressed “F” or “J” to choose the rst or the second posseskiven they heard. Most
speakers took 15-20 minutes to complete the experiment.
The order of the stimuli and the order of the choices wereaamzed. Additionally,

the llers were randomly distributed among the rst threeagtiers of the stimuli.

2.3.2 Results

The experimental results are plotted in (31), grouped by aid place, plotted against
the percent of alternating words in the lexicon with the rhitg size and place. The
correlation is excellent (Spearman's rank correlation, t8s= 46,r = .839,p < .005),
showing that speakers have accurately matched the pegesrméalternating words in the
lexicon. On average, the proportion of alternating respsmanges from 30% to 82%, as
opposed to a wider range of 6% to 92% in the lexicon. Nevezlthis compressed range

of responséscorrelates with the lexicon very well.

5The source of the compression of the human results comesfimsthbetween-speaker and within-
speaker sources. Some patrticipants showed a strong pre¢ei@ alternating responses, and some showed
the opposite preference, resulting in at least 3 and at natt@rnating responses per item, thus covering
only 79% of the range of 0 to 24 alternating responses p@&ssitth 24 participants. Additionally, individual
participants varied as to how strong the size and placetsfigere in their responses, with weak-effect
participants causing further compression. The strengthede effects did not correlate with participants’
overall preference for alternation or non-alternation.
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(31) Proportions of nouns with voicing alternations in tle&iton vs. the percent of

alternating choices in the experiment, by size and place.

85%

75%

65%

55% -

human responsi

45% -

35%

25% T T T T
0% 20% 40% 60% 80% 100%

lexicon

In stark contrast to the tight correlation between the expemtal results and the lexicon
for place and size effects, as seen in (31), there is no patteen the height or backness
effects are considered. The chart in (32) shows the resltedeight factor. Each point
in this chart shows the difference in rates of alternatiamwiken high and non-high vowels,
by size and place. Positive values indicate more altematwith [+ high] vowels, and
negative values indicate more alternations wittigh] vowels.

There is no correlation between the lexicon and speakergdymeance when vowel
height is considered (Spearman's rank correlation f&st,196.8,r = .312,p > .1). The
chart in (32) shows that speakers' behavior was essentetigom with respect to vowel

height.
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(32) Differences between high and non-high stem- nal vanel the lexicon vs. the

differences between high and non-high vowels in the exparinby size and place.

LofVCV!
cvc!
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-10%C\/p

T /0

lexicon

The lack of correlation in (32) is probably only due to a subsfethe points, most
noticeably CV@, CVCVU, and CVp. There is no sense, however, in which these are
“outliers”, as they represent a sizable proportion of theadaThe data for the CVQG
point comes from 18 lexical items and from 96 experimentapomses (4 items * 24
participants). The regression analysis below con rms #uk lof correlation.

When vowel backness is considered (33), the result is eaallgtihe same: There is no
correlation between the lexicon and speakers' responses wie results are categorized
by size, place and backness (Spearman's rank correlastrste 326.1,r = .140,p >
.1). Each point in (33) shows the difference in rates of atigon between back and front
vowels, by size and place. Positive values indicate moeerations with back vowels, and

negative values indicate more alternations with front iewe
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(33) Differences between back and front stem-nal vowelstle lexicon vs. the

differences between back and front vowels in the experinmnsize and place.
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The contrast between the strong correlation in (31) andable of correlation in (32-
33) shows that speakers' behavior is best understood asatpd) the lexicon's size and
place effects, but not replicating its height or backneteced. This contrast is seen in the
statistical analysis below.

The results were analyzed with a mixed-effects logisticasgion in R (R Development
Core Team 2007) using thener() function of theLME4 package, withparticipant and
itemas random effect variables. The xed effect variables waeegame ones used in the
analysis of the lexiconsize place high, backandround

An initial model was tted to the data using onizeandplaceas predictors. Adding
their interaction to the model made a signi cant improvem@equential ANOVA model
comparisong?(6) = 50.58,p < .001). The improved model with the interaction term is

given in (34). This model shows that labial place and CVCVZ:sare more conducive
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to alternating responses than the baseline dorsal plac€¥@dsize, respectively. As for
interactions, for the CVCC size, palatal place is more ceonaiLto voicing than the baseline
dorsal place with the same CVCC size. Additionally, in the@XC size, all places are
less conducive to alternating responses than the baselisalglace eith the same CVCVC
size. All of these effects mirror the lexical effects as prasd inx2.2. The model stays

essentially unchanged when validated byplals.fnc()function (Baayen 2008).

(34) Estimate SE z p

(Intercept) 0.864 0.283  3.056 0.002
COR 0.111 0.256 0.434 0.665
LAB 0.744 0.304 2.451 0.014
PAL 0.119 0.320 0.372 0.710
cvcce 0.089 0.260 0.341 0.733
CvCVvC 2.694 0.285 9.469 < 0.001
CVCC:COR 0.385 0.361 1.065 0.287
CVCC:LAB 0.641 0.431 1.487 0.137
CVCC:PAL 1.867 0.447 4,173 < 0.001

CVCVC:COR 1.936 0.377 5.142 < 0.001
CVCVC:LAB 1.436 0.455 3.154 0.002
CVCVC:PAL 1.126 0.457 2.463 0.014

The addition of any vowel feature to the baseline moti@lf, back or round) made
no signi cant improvementgd > .1). No vowel feature approached signi cance, either on
its own or by its interaction witlplace For example, adding the interactiptace*high
to the model in (34) gives a new model where the interactiocoobnal place andighis
almost exactly at chance levgd € .981). Addingplace*backthe to baseline model gives
an interaction of palatal place abdckthat is non-signi cant = .661) and its coef cient

IS negative, i.e. going in the opposite direction from theden.
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In other wordssizeandplacehad statistically signi cant power in predicting the cheic
of alternation vs. non-alternation of stem- nal stops. €ally, however, none of the vowel
features had a signi cant effect on the participants' clesic

To summarize the ndings, Turkish speakers reproduced thtiloution of voicing
alternations in the lexicon by paying attention to the siz#he nouns and the place of the

nal stops, while ignoring the quality of the vowel that pestes the stem- nal stop.

2.3.3 Discussion

The experimental results show that Turkish speakers gkreettheir knowledge of
the voicing alternations in their lexicon. Not contentifgmselves with memorizing the
alternating or non-alternating status of single nounsakges have access to the relative
proportion of alternating nouns categorized by size andeplaJsing size and place as
factors, speakers must somehow project their lexicalssiedionto novel items. Although
the height and backness of stem- nal vowels are stronglyetated with alternations in
the lexicon, speakers' treatment of stem- nal vowels in @owords is random, showing
no signi cant interaction with their choice of alternating non-alternating forms.

Speakers failed to reproduce the correlation between wuamd voicing alternations
in spite of an abundance of overt evidence, while learnimgsike and place effects even
with very little evidence. For instance, the difference lire@ation rates betwedd- nal
CVC and CVCC nouns was successfully reproduced in the expeatiresults, even though
the evidence comes from 23 and 18 actual nouns, respectiMa®yevidence for the vowel
effects, however, comes from hundreds of nouns.

The proposal advanced here is that the results are beststiooi@in light of a theory of
universally possible phonological interactions, as eedadd a set of universal constraints.
Only factors that can be expressed in terms of constraietantion can be identi ed

by language learners, with other lexical generalizationimg unnoticed. This model is
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contrasted with general-purpose statistical learneitsctiralearn any robust distributional

generalization, as discussedb.

2.4 Analysis with cloned constraints

Turkish speakers evidence a detailed knowledge of trentkeinlexicon that regulate
the choice of alternation or non-alternation of stem- n&s. Furthermore, speakers are
biased by Universal Grammar to learn only lexical trends tam be captured in terms
of cross-linguistically observed interactions betweeorgiogical elements. This section
shows how an OT-based model can be used to learn the trenttsithans learn. The model
reads in the lexicon of Turkish and projects a probabiligt@mmar from it, a grammar
that can in turn be used to derive novel words in a way thaetates with the experimental
results shown ix2.3.

Given a stop- nal novel noun and asked to choose a possef&swefor it, Turkish
speakers consult a subset of their lexicon: For instanaengihe nourdap, speakers
identify it as a mono-syllabip- nal simplex-coda noun, and they compare it to the other
mono-syllabicp- nal simplex-coda nouns in their lexicon. If they have 30chunouns,
of which 8 alternate and 22 don't alternate, as in TELL, thea likelihood thatdap will
exhibit a voicing alternation is 8 out of 30, or 27%.

In other words, Turkish speakers partition their lexicosdzhon phonological princi-
ples. The mass of stop- nal nouns is partitioned by the sizzagh noun (mono- vs. poly-
syllabic), by the place of articulation of the nal stop (p,U, k), and by the complexity
of the nal coda, and within each such group, alternatingn®are separated from non-
alternating nouns. This creates a total of 2 * 4 * 2 * 2 = 32 pintis. Nouns that don't end
in a stop are all lumped together in the “elsewhere” parntitio

Constraint cloning is a mechanism for partitioning the d¢exi and listing the words

that belong in each partition. The partitions are de ned oy $et of universal constraints
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in CON, which ensures that nouns are only categorized basathiversal grammatical

principles.

2.4.1 Constraint cloning

The OT-based model proposed here makes crucial use of tleeoof Inconsistency
Resolution, offered by Pater (2006, 2008b), which reliestloe Recursive Constraint
Demotion Algorithm (RCD, Prince & Tesar 1999).

In RCD, the speaker learns from “errors”, or mismatches betwthe words of the
language they are exposed to and the words that are prodyadbeib current grammar.
Suppose the learner hears the adult fikamat] wing', but their grammar producé¢kanal

because the markedness constrainbb@ out-ranks faithfulness in their grammar (35).

(35)
[kanat] *CODA MAX
a./ kanat *
b.+ kana *

Since the current winnejikana] is different from the adult form, the speaker constructs
a winner-loser pair, as in (36). The tableau in (36) is a cauaipe tableau (Prince
2002), where W means “winner-preferring” (i.e. the constrassigns less violations to
the winner) and L means “loser-preferring (i.e. the comstrassigns less violations to the

loser).

(36)

*CODA MAX

a. kanat kana L W
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RCD takes winner-loser pairs such as the one in (36) andatgtaagrammar from them
by identifying columns that don't have L's in them and “initag” them. In this simple
case, Max can be installed, meaning that it is added to the grammambalty other
previously installed constraints (which would be at the tdghe grammar in this case,
since no constraints were previously installed), and wihoger pairs that MXx assigns a
W to are removed from the tableau. OncesMis thus installed, the tableau is emptied
out, and the remaining constraints, in this case jusb®g&, are added at the bottom of
the grammar. The resulting grammar is noww¥  *CoDA, which allows codas to be
produced, as in adult Turkish.

There is no guarantee, however, that RCD will always be abilestall any constraints
and remove all of the winner-loser pairs from the tableaialllbf the available columns
have L's in them, RCD will stall. This situation arises whdre tlanguage provides the
learner with conicting data, as in (37). In some words, anst@al stop is voiceless
throughout the paradigm (37a-b), and in others, a nal stopas up voiceless in the bare

stem and voiced in the possessive (37c-d).

37) bare stem possessive
a. & al1 “hunger’
b. anaJ and-1 “female cub'
C. taJ taA-1 “crown'
d. amaJ amai-1 “target’

Assuming the bare stem with its voiceless stop as the uridgriiprm,” the non-

alternating forms rank faithfulness to the underlying esgntations above the markedness

’Assuming the bare stem as the underlying representatios ggainst the tradition in generative
linguistic theory, which assumes that alternating stosraom-alternarting stops have different speci cations
for voice underlyingly (Inkelas & Orgun 1995; Inkelas et 4897, yet cf. Hayes 1995b). The empirical
shortcomings of the traditional approach are addressg2.t
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pressure against intervocalic voiceless stops (38), vdiitgnating forms require ranking

faithfulness below markedness (39).

(38)

(39)

[ andJ+ 1/ IDENT(VOice) *V WV
a.+ andt1 *
b. ana\-1 *|
[ amaJ+ 1/ *V WV IDENT(VOice)
a.+ amai-1 *
b. amarl *|

With this understanding of the situation, the ranking betwthe faithfulness constraint

IDENT(voice) and the markedness constrainti¥cannot be determined for the language

as a whole. Pairing the winners in (38) and (39) with theipeesive losers allows the

ranking arguments to be compared, as in (40).

(40)

|
IDENT(Voice) ! VWV
|
a. an&1 and-1 W ! L
j i
b. ama-1 amar1l L : w
|

Since the ranking arguments in (40) are inconsistent, thereo rows with no L's in

them, and therefore no constraints can be installed, andrargar cannot be found using
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RCD. Pater (2006, 2008b) proposes a mechanism for reso$tiny inconsistencies by
cloning. In cloning, the speaker replaces a universal camstof general applicability
with two copies, or clones, of the universal constraint Hratlexically-speci c, with each
clone listing the lexical items it applies®o

Given the situation in (40), the speaker can clobeNT(voice), making one clone
speci ¢ to the rootanaJ (and any other lexical items thab&NT(voice) assigns a W to),
and the other clone speci ¢ to the rammaJ (and any other lexical items thatkNT(voice)

assigns an L to). The resulting grammar is no longer incéersis

(41) . .
IDENT : IDENT : .
. \ _ | * W
(voicknay | (voicehmay |
a. anatl andi-1 w | : L
b. amd-1 amd)1l : L : W

Now RCD can be successfully applied to (41): FirstENT(voicehny is installed, and
the rstwinner-loser pair is removed. This leaves the catumfi*V UV with no L's in it, so
*V WV is installed below bENT(voiceknyy, and the second winner-loser pair is removed.
The remaining constraint,DENT(voicekmsy is added to the ranking below W. The
resulting grammar iSOENT(VOiCe hnay VWV IDENT(VOiCe)may, Which correctly
blocks the voicing alternation ianal1 but allows it inamaA-1 In the case of (40),
choosing to clonedenT(voice) solved the inconsistency, but cloning® would have
been equally useful. The question of which constraint toels addressed systematically

inx4.2.

8pater (2006, 2008b) suggests a slightly different mechanighere one clone is lexically speci ¢ and
the other clone stays general. | arguext4.2 below that both clones must be lexically speci ¢ to@att
for the behavior of Turkish speakers.
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The cloning of DENT(voice), and the listing of lexical items with its clonesyidied the
lexicon into three partitions: One partition contains tteis listed with the high-ranking
clone of DENT(voice), another partition contains the items listed whike tow-ranking
clone of IDENT(voice), and a third partition contains all the lexical itethat are not listed
with either clone. These partitions are not arbitrary, latihver determined by the the mark
that IDENT(voice) assigns to each winner-loser pair: W, L, or none.

Once a constraint is cloned, its clones accumulate listseotems they apply to. This
approach allows for two sub-grammars to coexist in a languadile keeping track of the
number of lexical items that belong to each sub-grammaceSime number of lexical items
of each kind becomes available in the grammar, the speakezstanate the likelihood of
each behavior.

The rest of this section shows how constraint cloning ceeatgrammar of Turkish that
re ects speakers' knowledge of the lexicon, as determingthke experimental ndings in

X2.3.

2.4.2 The place effect

As discussed in2.2, all stops are not equally likely to alternate: While $kegps in most
U- nal and p- nal nouns alternate, the stops in mashal nouns do not. The table in (42),
repeated from (20) above, lists the numbers of alternatimyreon-alternating (faithful)

paradigms by the place of articulation of the nal stop, asrfd in TELL (Inkelas et al.

2000).
(42)  place Alternating  Faithful Total % alternating
p 247 47 294 84%
t 214 1041 1255 17%
U 117 74 191 61%
1071 191 1262 85%
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To replicate the effect that place has over the distributibxoicing alternations, the
language learner must separately keep track of words tldhainedifferent stops. The fact
that voicing affects stops of different places of articidatdifferently is well documented
(e.g. Lisker & Abramson 1964; Ohala 1983; Volatis & Millerd®. Additionally, the
lenition of voiceless stops to voiced stops between voveetdso very well documented.
Kirchner (1998) surveys numerous languages that lenitd #ikeir voiceless stops between
vowels, and several that lenite some of their voicelesssstbpt his survey also has
languages that lenite only labials (e.g. Gitksan, Hoard),9hly coronals (e.g. Liverpool
English, Wells 1982) or only dorsals (e.g. Apalai, Koehn &gko 1986). This typology
can not only motivate a general constraint against inteoestops, but also a family of
constraints that penalize voiceless stops between voWész, *VtV, *V LV, *VkV. The
interaction of each of these constraints witie NT(voice) will allow the speaker to discover
the proportion of the stop- nal nouns of Turkish that altet@in each place of articulation.

Note that for each place of articulation, the speaker hasetpkrack of both the
number of words that alternate and the number of words thatodo Simply keeping a
count of words that alternate leads to a wrong predictionm@are, for instance; nal
words andJ- nal words. There are 214 nal words that alternate, but only 113- nal
words that do. If the speaker were to only keep a count ofradterg words, they would
reach the conclusion th&tnal words are more likely to alternate. But in fact, speeke
choose alternating responses withnal words more often than they do with nal words,
re ecting the relative proportions of alternating and ralternating nouns, not the absolute
number of alternating nouns.

Similarly, keeping track of just the non-alternating nown#i also make the wrong
prediction. ComparindJ- nal words andk- nal words, we see that there are more than
twice as mank- nal non-alternators than thetg- nal non-alternators. Speakers, however,

choose non-alternating responses witmal words less often than they do witt- nal
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words. In order to match the proportion of alternating stopsach place, both alternating
and non-alternating words will need to be tracked.

Imagine a learner that has learned just two paradigmmsl) amaA-1andsepet
sepet-i While one alternates and the other doesn't, no inconsigtendetected yet, since

IDENT(voice) interacts with two different markedness constsafn3).

(43) . :
| |
IDENT(voice) | *Vtv | VW

| |
. . | |

a. am&-1 amdrl L \ | w
| |
b. sepet-i seped-i w : L \

Running RCD on (43) yields the clone-free grammatXV/ IDENT(voice) *VtV.

If the speaker learns the woeshad anal1, however, the grammar becomes inconsistent

(44).
(44) : .
| |
IDENT(voice) | *vtv | VWV

N R | |

a. am&-1 amdrl L | | w
| |

b. and)1 andi-1 w : | L
| |
| |
c. sepet-i seped-i w | L |

Since there are no columns in (44) that don't have L's in th&@D stalls. Cloning
either *VV or IDENT(voice) can resolve the inconsistency. In this casd \is chosen
since its column has the least number of non-empty cellso&@hg a constraint to clone
based on the number of non-empty cells is discussed.®). The result of cloning *W

is shown below:
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(45)

| 1 R ! <
ID(voice) | *VtV | *VWamay | *V Wanay
y R | | |
a. am&-1 amdrl L | LW |
| | |
b. and}1 and-1 w o : : L
| | |
| | |
c. sepet-i seped-i w L :

Installing *VV amay removes the rst winner-loser pair. This leavesENT(voice) with
no L's in its column, so it is installed, and the last two winhaser pairs are removed.

Then, *VtV and *VUV .y are installed, yielding the ranking in (46).
(46) *VWanay  IDENT(VOice)  *ViV, *V W ana

The resulting grammar has successfully partitioned tha deadhilable to the learner:
Lexical items that end ikJ are listed with the two clones of *W, and thet- nal noun was
not listed, since- nal nouns behave consistently in this limited set of data.

Cloning of *VtV will only become necessary once the speakeroeinters a word with
an alternating, e.g.kanat kanad4 wing', as in (47). Note that whenever the speaker
learns a new paradigm, information about constraint cds imay change; therefore,
constraint cloning always starts from square one with trditech of a new winner-loser

pair.
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(47)

| |
ID(voice) ! *vtv | VWV

| |

a. am@-1 ama)1l L | W
| |

b. anat1 and\-1 W : L
| |

c. kanadi kanatl L W \
| |
i i

d. sepet-i seped-i w L

Given (47), cloning *WV will not suf ce to make the grammar consistent. If t%
is cloned rst, the learner will install *\V ,mgy and remove the rst winner-loser pair, but
then they will still have a tableau with no columns that hawds in them. Cloning *VtV

as well will solve the inconsistency, and the resulting graanwould be as in (48).
(48) *V Wama}, *VtV kanat | DENT(VOlce) *VtV sepei *V l‘)\/andj

The resulting grammar in (48) successfully partitions tiedon: t- nal nouns are
listed with clones of *VtV, andU- nal nouns are listed with clones of *W. These
partitions are de ned by the constraints that distinguishngrs from losers. The language
learner's ability to treat each place separately is a camsece of the availability of
universal constraints that relate voicing and place otaldition. These constraints let
the speaker detect inconsistency in each place sepaiatelgreate lists of lexical items in

each place.

2.4.3 The size effect
Both the lexiconX2.2) and the experimental resuli® (3) show a higher preference for
alternations in poly-syllabic nouns relative to mono-ailt, in every place of articulation.

The size effect is not equal across the different places,eliewwv Mono-syllabic nouns

51



generally don't alternate, regardless of the place of alditon of their nal stop. Poly-
syllabic nouns usually do alternate if they grenal or U- nal, but not if they aret- nal.
Speakers have replicated this pattern of differentialttneat of poly-syllabic nouns. In
statistical terms, the size and place effects have a signt mteraction, and the implication
for the learner is that the proportion of alternating nowisarned separately in each place-
size combination.

The proposed account of this size effect relies on the positi the alternating nal stop
relative to the initial syllable of the root. In a mono-syla noun, the unfaithful mapping
from a voiceless stop to a voiced one affects the initiabdé of the base, while a voicing
alternation in a poly-syllablic noun doesn't affect thetii syllable. Initial syllables
are known to enjoy greater faithfulness cross-linguidlijcas formalized by Beckman
(1997). The availability of a faithfulness constraint tpabtects only mono-syllabic roots
allows the speaker to partition the lexicon along this digien, putting mono-syllables in
one patrtition, and leaving the other nouns, which are toeeepoly-syllabic, in another
partition.

The role of the word-initial syllable in the distribution wbice in Turkish is not limited
to voicing alternations. Generally in the language, a cadp ®llowed by an onset stop
will surface with the voicing feature of the onset stop (ak®@wn as regressive voicing
assimilation, e.gis.tib.dat "despotism',*is.tip.dat), but a coda stop in the initial syllable
may surface with its independent voicing speci cation (exgk.bul "accepted',eb.kem
‘mute’).

For concreteness, this section focuses on learnindJthreal nouns of Turkish with

simple codas. The relevant lexical counts are in (49).
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(49) cVU cvevU  Total
Faithful 18 44 62
Alternating 3 96 99
Total 21 140 161

Given both mono-syllabic and poly-syllabic nouns that dd do not alternate, as in
(50), the learner can successfully separate mono-syltabis from poly-syllablic ones by

cloning the speci c bENT(voice); rst.

(50)
IDENT IDENTs; v WV
a. saU- saA- w w L
b. taA- taU- L L W
c. anaU- anaA- w L
d. amaA- amaU- L w

IDENT(voice); can be identi ed as more speci ¢ thamkENT(voice) by examining the
number of W's and L's in each column, since the more speci nsteaint will necessarily
assign a subset of the W's and L's that the general consasigns. The result of cloning
IDENT(voice); is in (51). Since only mono-syllabic stems are assighed W't'by

IDENT(VOice);, only mono-syllables get listed by clones at this point.
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(51)

IDENT | IDENTs1say| IDENTs1a0 | *V WV

a. sad—saA——

L~
>
~

\AL

L
<
o
o
m

b. taA- taU- L L W
c. anaU- anaA- w L
d. amaA- amaU- L wW

The column of bENT(voice)s4y has no L's in it, so it can be installed, and the rst
winner-loser pair can be removed from the tableau. Whilatbao-syllabidJ- nal nouns
were successfully listed by clones afeNT(voice):, the learner is not quite ready to
discover the rest of the- nal nouns. Given the tableau in (51), there are no constsai
to install after the installation ofdENT(voice)1say, SO either bENT(voice) or *VUV will
need to cloned. Once either of them is clortatll andamachwill be listed with one clone,
andanal will be listed with the other. Assuming it iSDENT(voice) that is cloned, the

resulting grammar will be the one in (52).

(52) IDENT(VOic€)1sqy IDENT(VOiCE)may *V WV

IDENT(VOiCE)1tau, IDENT(VOICE)ar) ama)

The problem with the grammar in (52) is that the lexicon is meatly partitioned in
the way the learner needs it to be: The specbeNT(voice); correctly lists all and only
the mono-syllables, but the generaleNT(voice), in addition to correctly listing all the
poly-syllabicU- nal nouns, also incorrectly lists the mono-syllatie nal alternators.

The problem is that the generabdNT(voice) assigns W's and L's to all nouns,
regardless of size, potentially allowing some nouns to tdeuwip”, as seen in (52).

To ensure that nouns are not listed multiple times, the &raneeds to make sure that
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when they clone a speci ¢ constraint and list words with thanes, they also ignore any
W:'s or L's that a more general constraint assigns to thegedisvords. In the case of
(51), the learner needs to notice thaeNT(voice) is more general thamENT(voice),

(as determined by the fact thabBNT(voice) assigns a superset of the W's and L's that
IDENT(voice); assigns), and ignore (or “mask”) the W's and L's theeNT(voice) assigns

to the nouns that are listed bp#NT(voice);°. The correct tableau, with the masking of

the W that bENT(voice) assigns tea) and the L that it assigns taA- , is in (53).

(53)
IDENT | IDENTs1say| IDENTs10 | *V IV
a. sad-—saA———w \W/ L
b. taA- taU- L L W
c. anaU- anaA- w L
d. amaA- amaU-| L W

Given the tableau in (53), the column abdNT(voice) has the fewest W's and L's,
so IDENT(voice) will be chosen for cloning. The learner will cloneaNT(voice) and
successfully list just the poly-syllables with it. The rigwg grammar will be the one in
(54). This grammar achieves the intended partitioning efléixicon: TheU- nal nouns
are divided into mono-syllables and poly-syllables, antthimieach category, the nouns are

further divided into alternators and non-alternators.

(54) IDENT(VOic€)1sq)  IDENT(VOiCE)may *V WV

IDENT(voice)1tay, IDENT(VOICEmay

9The masking operation can also be de ned to operate only gysince the W's will be removed by the
installation of a clone of the speci ¢ constraint, and masgkof W's will turn out to be vacuous.
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To summarize, the analysis of the size effect in Turkisltesebn the availability of a
speci c version of DENT(voice) that only assesses voicing alternations in moniadses.
The speakers uses the specimeNT(voice); to list the mono-syllables, leaving the poly-
syllables to the care of the generaeNT(voice). The intended result relies on two
principles: (a) the selection of the constraint to clone dsniifying the column with the
fewest non-empty cells, and (b) the masking of W's and L'srfrgeneral constraints upon

the listing of items with a speci ¢ constraint.

2.4.4 Combining place and size

The distribution of the voicing alternations in Turkish isadyzed here as affected
by two factors: The place of articulation of the nal stop, i was attributed to the
markedness of different stops between vowels, and thevgideh was attributed to speci ¢
faithfulness to voicing in mono-syllables. The two effebts/e a signi cant interaction,
where the size effect is strong in labials and palatals anchrsmaller for coronals. This
section will show how the learner can model this interacbgrusing pairs of constraints
to list lexical items.

The tableau in (55) shows the full range of possible winoeget pairs given two places
(t andU), two sizes (mono-syllabic and poly-syllabic) and two aition patterns (faithful
and alternating). The intended result is for the speakeiattitpn their lexicon by size
and place, making four partitions, and within each of therfdurther partition and list
alternating and non-alternating items separately. Udmgdoning technique that was
offered inx2.4.2 andx2.4.3 above, no constraint will lead to the correct pamitg: For
instance, cloningDENT(voice); will separate the alternating mono-syllabic nouns from
the non-alternating mono-syllabic nouns,sst) andat will be listed with one clone and
taU andtat will be listed with the other clone. But this listing collaassthe place distinction,

putting U- nal nouns andt- nal nouns in the same partition.
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(55)

IDENT | IDENTq; | *VWV *\/tV
a. saU- saA- w w L
b. taA- taU- L L w
c. anaU- anaA- w L
d. amaA- amaU- L W
e. at- ad- w w L
f. tad- tat- L L w
g. sepet-i seped-i W L
h. kanad- kanat- L w

The mechanism of cloning must be made sensitive to the v&sources of con ict in
the data: The column ofbENT(voice); indeed contains W's and L's, but these con ict
with different constraints. Some W's thabENT(voice); assigns are offset by L's from
*\/tV, and some are offset by L's from *W. Similarly, the L's that DENT(voice); assigns
are offset by W's from *VtV and from *WV.

To capture the different sources of conict in the data, ¢axiitems that are listed
with clones of bENT(voice); must also mention which constraint they con ict with: If a
lexical item gets a W fromdENT(voice) 1, this W must be offset by an L from some other
constraint, and vice versa. The clones DENT(voice); don't simply list lexical items,
but rather list lexical items by the constraint they con with, or more formally, clones

list hconstraintf lexical itemgi pairs. This is shown in (56). As before, the listing of items
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with clones of the speci c bENT(voice); causes the masking of W's and L's from the

column of the more generabENT.

(56)
IDENTs; | IDENTgq
IDENT | mwvovsai, | mvovead, | *VV | *vty
ViV, at VvV, tat
a. saU- saA- wW w L
b. taA- taU- L L W
c. anaU- anaA- w L
d. amaA- amaU- L wW
e. at- ad- W W L
f. tad- tat- L L W
g. sepet-i seped-i W L
h. kanad- kanat- L W

Next, the learner is ready to clonedNT(voice), which will again list items by the

constraints they con ict with. The resulting grammar is &vJ.

(57) IDENT(VOICE) 1ty i, sali *V WV, *VitV

HVtV, ati

IDENT(VOICE)+v v, andli
ViV, sepet

IDENT(VOICE)1 v v tats » IDENT(VOICEy (v, amdi
ViV, tati VtV, kanati

This grammar correctly partitions the lexicon: Clones DENT(voice); list all the

mono-syllabic stop- nal nouns that the speaker has, anddhare further divided by
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markedness constraints intonal and U- nal nouns. Of course, the full grammar also
lists p- nal nouns under *VpV, and thosk- nal nouns that show a voicing alternation are
listed under *VkV (for more ork- nal nouns, seex2.4.6). The nouns that were assessed
neither W's nor L's by beENT(voice);, which are therefore poly-syllabic, are listed by
clones of the generabDENT(voice). These again are listed by the markedness constrain
that IDENT(voice) con icts with, correctly separating the poly-sitic nouns according to
the place of articulation of their nal stop.

This grammar allows the speaker to learn the proportiontefr@ting nouns in each
size and place combination, with these combinations maaiéaéne by listing lexical items

with pairs of constraints.

2.4.5 The complex coda effect

As discussed k2.2 andx2.3, stop- nal CVC nouns have a lower proportion of
alternators relative to CVCC nouns. The complexity of thdacdoes not have the same
effect in all places of articulation, e.g. CVCC nouns haveapprtion of alternators that's
similar to the proportion of alternators among the polylayles wherp- nal and U- nal
nouns are considered, bkt nal CVCC nouns pattern with the mono-syllablc nal
nouns, which have a low proportion of alternators.

Of the 354 stop- nal nouns in TELL that have a complex coda4 Bdve a sonorant
before the nal stop, and 39% of those 244 nouns alternateth®fL10 nouns that have
an obstruent before their nal stop, only 3% alternate. 8innly sonorants lead to a non-
negligible proportion of alternators, only sonorants wesed in the experiment ix2.3,
and hence only nouns with a sonorant before their nal stdplwei considered below.

The alternation of nouns with simple codas was attributed2id.2 to a family of
markedness constraints that penalize intervocalic vessebtops: *VpV, *VtV, *WV,
and *VKkV. Similarly, the alternations of nouns with complegdas is attributed here to

markedness constraints that penalize voiceless stopgéeta/sonorant consonant and a
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vowel, namely *RpV, *RtV, *RV, and *RKV. This formulation of the constraints collapses
the distinction between the nasal sonordmts ng and the oral sonorants, «, r, yg, which
might be an over-simpli cation. In the lexicon, stops aremnbkely to alternate following
nasals than following oral sonorants (47.6% vs. 29.3%)nddacy that was also found in
the experimental results (49.0% vs. 39.6%).

The behavior of alternating and non-alternatihgnal nouns with nal complex codas
is shown in (58). The markedness constrainthRorefers alternation, while the familiar

IDENT(voice) and bENT(voice); prefer a faithfully voiceless root- nal stop.

(58)
IDENT IDENTs; *RV
a. onUu  gnAu w w L
b. genA-i genU-i L L W
c. qunUu  quunAu w L
d. quvenA-i  guvenU-i L w

With different markedness constraints regulating voicatigrnations in nouns with
simplex codas and complex codas, the learner can easilitigrarthe lexicon by the
complexity of the nal coda. Adding the nouns with complexdes in (58) to the grammar

in (57) gives rise to the more complete grammar in (59).

(59) IDENT(VOICE)1 v iV, sal IDENT(VOICE )y i, and
HVtV, ati ViV, sepet
ROV, gond ROV, gultnd

*RUV, *V LV, *VtV

IDENT(VOICEX1rviv tati  » IDENT(VOICE Wy v, amd
HVtV, tati HVtV, kanat
RV, gerl RV, gliverld
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The grammar in (59) allows the speaker to partition theinal nouns by their mono-
or poly-syllabicity, and within each length, by the comptgxf their coda. Within each of
the four kinds ofU- nal nouns, alternators are separated from non-altersatgiving the
speaker access to the relative proportion of alternatingnem each partition. The stimuli
with complex codas that were used in the experimenRi8 were all mono-syllabic, and
for those nouns, speakers successfully replicated theoptop of alternators from the
lexicon.

Poly-syllabic nouns with complex codas were not treatecsply in the statistical
analyses ink2.2 due to their small number relative to the poly-syllalmeins with simple
codas. Of the 301 mono-syllabic nouns in TELL, the 164 nobashave a complex coda
make a respectable 54.5%. However, the 190 poly-syllabimsiavith a complex coda
make a mere 7% of the 2701 poly-syllabic nouns in TELL. Consetly, poly-syllabic
nouns with complex codas are not very representative of thkidh lexicon as a whole,
nor are they representative of the poly-syllabic nouns akibhn, and therefore they were
not tested in the experiment ¥2.3. They are included in the analysis here for the sake of

completeness only.

2.4.6 \Voicing alternations and k; alternations

The discussion of voicing alternationsx@.2 andx2.3 abstracted away from the fact
that post-vocalic dorsals delete, rather than become doiliee crucial observation in this
context is that the voicing of stem- nal stops and the deletf stem- nal dorsals are in
complementary distributionThis is seen in (60) below, where post-vocalic dorsalseeith
surface faithfully in the possessive (a-b) or delete (cad)ereas post-consonantal dorsals

either surface faithfully (e-f) or voice (g-h).

61



(60) bare stem possessive
a. ok ok-u arrow'
b. Uekik Uekik-i *slanting’
C. gok go-u “sky'
d. Ulek Ule-i “strawberry'
e. mulk mulk-u ‘real estate'
f. mehenk mehenk-i ‘measure’
g. renk reng-i “color'
h. kepenk kepeng-i “rolling shutter'

Given ak- nal noun in Turkish, it is not predictable whether it wilgface faithfully or

unfaithfully, but if it is known to surface unfaithfully, is predictable whether the nal [K]

will voice (following a consonant) or delete (following awel). If dorsal deletion were in

some sense an independent process of Turkish, its compia@rpelstribution with respect

to voicing would be left unexplained.

Both the voicing and the deletion of nal dorsals show a siffeat in TELL (61).

While the size effect is dramatic for the post-vocalic dtw$a% vs. 93%), there is also a

noticeable size effect for the post-consonantal dors@%o(s. 41%).

(61) Size Faithful Alternating % alternating
mono-syllabic 42 1 3%
Deletion
poly-syllabic 79 1048 93%
mono-syllabic 45 5 10%
\Voicing
poly-syllabic 19 13 41%

The deletion of a nal dorsal does not violateHNT(voice), but rather violates WX, a

faithfulness constraint that penalizes deletion. To I¢hersize effect, the learner will need
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to use the general Mx and the speci ¢ MiXs1, which penalizes the deletion of material
from the initial syllable of the stem.

The complementary distribution of voicing alternation atudsal deletion is apparent
from the summary of the ranking arguments, exempli ed witbno-syllabic nouns in
(62). There is a con ict betweerpENT(voice); and *RkV, and there is a separate con ict

between M\Xs; and *VKV. The learner is free to discover each con ict sepelsa

(62)
IDENTs1 *RkV MAX1q *VkV
a. mulkku  nulgu w L
b. reng-i renk-i L wW
c. ok-u o-u w L
d oou oku L W

If IDENT; is cloned rst, IDENT(voice)k:rrkv, maki Will be installed, followed by the
installation of *RkV. Then, either Mx; or *VkV will need to be cloned. If MaX.; isS

cloned, the resulting grammar will be as in (63).

(63) |DENT(VOiC€)51hkRkV’ miilki *RkV MAX s1hVKV, oki *VkV

IDENT(VOIC@)11#Rkv, renki » MAX s1rrviv, goki

Equivalently, If MaX; is cloned rst, followed by the cloning ofdENT(voice),, the
resulting grammar, in (64), is just as good as the gramma83j i accounting for the

available data.

(64) MAX s1hVKV, oKi *VkV | DENT(VOiCGLlWRkV’ miilki *RkV

IDENT(VOICE) 11#RKv, renki » MAX s1rrvky, goki
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Since the deleting dorsals and the voicing dorsals are inpEmentary distribution,

and controlled by separate constraints, it doesn't mattechmrend leads to cloning rst.

2.4.7 Summary of the analysis

This section offered an OT-based model that allows speakedgtect inconsistent
behavior in their lexicon, and encode the inconsistencyemms of lexically-speci c
constraint clones. Each cloned constraint lists the itdrasit applies to, with each item
listed with the constraint that triggered the inconsisyeitis lexically-enriched grammar
can be applied to novel items, with clones that list more genore likely to exert their
in uence, thus projecting the lexical trend unto the novehis.

The listing of lexical items with clones can also be seen astjmaing the lexicon:
Each item is classi ed according to its behavior, gettirsgdd with an appropriate clone if
it participates in a lexical trend, or going unlisted if ihfs

In Turkish, voicing alternations are irregular. Stem- valiceless stops become voiced
before vowel-initial suf xes in some words due to markedhe®nstraints that favor
lenition, and stay voiceless in other words due to faitrégkto their base form, which
is also assumed to be their underlying form. The availgbdita family of markedness
constraints that affect each place of articulation sepira(viz. *VpV, *VtV, *V WV,
*VKV) allows speakers to partition the stop- nal nouns ofrkish according to the place
of articulation of the nal stop. With access to the relatimamber of items in each
partition of the lexicon, speakers can project this aspkttiolexical statistics onto novel
forms. The availability of faithfulness constraints thes apeci c to initial syllables (viz.
IDENT(voice); and MaX,;) and general faithfulness constraints allows speakerrtdgipa
the stop- nal nouns of Turkish according to their size: Aitations in mono-syllabic nouns
can be identi ed as causing unfaithfulness to the only, aeaice to the initial syllable of

the base, whereas alternations in longer nouns do not dffednitial syllable. This lets
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speakers patrtition the lexicon by the size of its nouns, had project the lexical statistics
onto novel items.

In the proposed model, the language learner identi ed thetrapeci c lexical trend
that can be expressed with constraint interaction. Wherteeebehavior of lexical items
causes ranking con icts, lexical items are recorded wittenence to two most speci c
con icting constraints: One of the constraints is cloneal] #ems are listed under a clone,
paired with the other constraint that was involved in the iobnIn Turkish, this allows
speakers to combine the place effect and the size effethdisouns according to their
size and the place of their nal stop.

Since the model only uses the Universal constraints in COfddord lexical trends, it
ignores facts about the lexicon that cannot be expressédunitersal constraints. Since
languages are not observed to have interactions of obstwogring with the height or
backness of neighboring vowels, there are no constraiatspnalize combinations of
voicing with neighboring vowel qualities. In the absencesath constraints, Turkish
speakers cannot record the effect that vowel height andnesskhave on the distribution

of voicing alternations.

2.5 General-purpose learning with the MGL
The Minimal Generalization Learner (MGL) of Albright & Hag€2002, 2003, 2006)

is an information-theoretic algorithm that generalizegras over classes of words that
undergo similar alternations. MGL provides a re ection gérids in the lexicon and has
the potential to generalize them to novel outputs. The MGi ldeen shown to successfully
model humans' experimental results in novel word-fornratiasks with the past tense in
English and with similar tasks in other languages, and is @good representative of
a class of models that access lexical patterns without aaxy dogainst generalizing from

phonologically unnatural trends.
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The MGL works by reading in pairs of surface forms that arephotogically related,
such as a bare noun and its possessive form in Turkish, mgeatiule for each pair, and
then generalizing over those rules to make more genera.rleese more general rules
can be applied to novel bare nouns, giving a set of possiliesdEforms with a con dence

score assigned to each.

2.5.1 Materials and method

To simulate the behavior of the human participants as dsestiin the experiment in
x2.3, the MGL was provided with all the stop- nal words in TEl4ds training data, and
with the stimuli of the experiment as test items. In additithe MGL received a feature
matrix of the consonants and vowels of Turkish, which it usesid natural classes. The
results reported here were obtained by running the MGL at8€ con dence level, which
is the level that generated the results that most closelghedtthe human results.

For each testitem, the MGL generated alternating and niemnralting possessive forms,
each form associated with a con dence score, which reptsdae likelihood of getting
that response from a human. To calculate the proportiontefrelting responses that the
MGL predicts, the con dence score of each alternating raspavas divided by the sum of
the con dence scores of the alternating and non-altergasponses. For example, given
the nounfat, the MGL produced the fornfat-1 with a con dence of 87% and the form
fad-1with a con dence of 23%. The predicted alternation rate fatrwas calculated as
23%/(23%+87%) = 219%° Thus, the MGL predicted alternation rates for each of the 72

test items of the experiment.

10The MGL's con dence infat-1and its con dence iriad-1are not guaranteed to add up to 100%, because
the MGL may use different rules with different scopes foridag the two outputs. For examplit-1was
derived with a rule that is limited to CVt roots, most of whidb not alternate, hence the high con dence
rate; whereafad-1was derived with a rule that affedtsnal stems of any size, and thus allows the relatively
higher rate of alternation in CVCVt roots relative to CVt teto boost the con dence ifad-1
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2.5.2 Results

The chart in (65) shows MGL's prediction for the nonce wordediin the experiment,
grouped by size vs. place, plotted against the proporticadtefnating words in TELL in
the corresponding size and place. The MGL predictions neatthe lexicon very well

(Spearman’s rank correlation teSt= 18,r = .937,p < .001).

(65) Rates of alternation in the lexicon, by place and sik#tgd against the percentage

of alternating responses predicted by the Minimal Gereatibn Learner.
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The MGL prediction match the lexicon for the height effecinadl, as shown in (66),
with signi cant correlation (Spearman’'s rank correlati@st,S = 92,r = .678,p < .05).
This contrasts sharply with the lack of correlation betwéss lexical statistics and the

experimental results (see 32 above).
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(66) The difference in rates of alternation between high aokhigh vowels, by size

and place, in the lexicon and in the MGL results.
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2.5.3 Discussion

The MGL's impressive performance in matching the lexicahtts of Turkish voicing
alternations were to its detriment. In out-performing tlatigipants of the experiment
described ink2.3, it failed to mimic human behavior.

The MGL is a powerful learner for phonological patterns. €iwnothing but a list of
paradigms and the natural classes that the segments imif fiolearned that Turkish has
voicing alternations and that there are factors that arestaded with their distribution.
However, since the MGL lacks a theory of possible interaxgtibetween phonological
elements, it could not ignore the predictive power of vowelght and backness in
determining the alternating or non-alternating statusttfséed nouns, and it used all the
correlations it found in predicting the status of novel ferm

Humans, | argue, are biased to ignore any effect that vowalitgyumight have on

the voicing of a neighboring consonant. This one and the daia®is observed in two
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domains of linguistic investigation: In the cross-lingigal study of regular phonological
phenomena, and in the language-speci ¢ study of the digioh of lexically-determined
phonological processes.

The MGL results are representative of a wider range of legraigorithms, such as
CART (Breiman et al. 1984) or C4.5 (Quinlan 1993), which useefy distributional
properties of a lexicon to model human behavior. The MGLgaage over these other
models is that it isn't given a list of possible generaliaas to explore in advance, but
rather generates its own set of hypotheses. With models ttha the MGL, the lack
of vowel effect could be hard-wired by not supplying the mogih information about
vowel quality. Since these models are not speci ¢ to languagd therefore don't have
any information about natural phonological interactioesch an exercise would offer
little insight into the problem at hand. The MGL simulatianinformative speci cally
because it is given whole words to deal with, without addiilanformation about which
generalizations to attend to.

The MGL results show that a model that isn't equipped with tacfebiases that
determine the universal range of phonological interastioil be unable to successfully

mimic human behavior and ignore accidental regularitieslexicon.

2.6 UR-based approaches to nal devoicing

The traditional generative analysis of Turkish voicingeattations (Lees 1961; Inkelas
& Orgun 1995; Inkelas et al. 1997) attributes different whdeg representations to word-
nal stops based on their behavior (although a differentrapph was suggested in Hayes
1995b). There is no explicit analysis of Turkish in terms gidt@ality Theory, but an
analysis in the spirit of Inkelas et al. (1997) would be sdrirgg like (67). In this analysis,
nouns that surface with a voiceless stop throughout thedgarahave a voiceless stop
underlyingly, while stops that alternate have an undegystop that is unspeci ed for

[ voice].
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(67) a. The UR's of [at] and [tat] are /at/ and /taD/
b. The UR of the possessive is /I/ (a high vowel)

c. /at+1/! J[at-]requires DENT(voice) *VtV

at+ | IDENT(VOIice) *VitV
a.+ at-1 *
b. ad-1 *1

d. /taD +1/! [tad-] is consistent withbENT(voice) *VitV

taD + | IDENT(VOice) *VitV
a. tat-l *1
b.+ tad-1

In this theory, bENT(voice) dominates any relevant markedness constraintd, an
alternating stops have under-speci ed underlying repreg®ns that escape faithfulness.
Underlyingly voiced stops will surface faithfully throught their paradigm, as is observed
in nouns such aad ad-1 name'. The deletion of dorsals can be encoded in a different
representational mechanism, that of “ghost segments’ (Z&&96), or segments whose
absence from the output does not violate the regulax Vas suggested by Joe Pater (p.c.).

This theory encodes the observed difference between atieghand non-alternating
paradigms in the underlying representations, leaving thenghar consistent. Since the
experiment inx2.3 shows that speakers have detailed grammatical knoeladgut the
propensity of nal stops to alternate, it is not clear how a&gers could encode this

knowledge if it allowed to escape the grammar. Burying infation about voicing
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alternations in the lexicon would force speakers to lookgeneralizations directly in the
lexicon, where nothing would prevent them from nding themwed quality effects that they
didn't exhibit in x2.3.

In the analysis offered ix2.4, the bare forms of nouns were assumed as their underlying
representations, and it exactly this assumption that tbthe speaker to nd con icting
ranking arguments, and then encode lexical statisticeiigtammar. The consequences of
assuming surface forms as underlying forms are furtheroegglinx4.4.

Beckman & Ringen (2004) offer a different UR-based analygi§urkish voicing
alternations. They focus on the fact that pre-vocalic Meggstops in Turkish are aspirated,
i.e. nouns likeat at-1are actually pronounceat at™-1 Then, they derive the three-
way contrast between voiceless throughout, voiced throughnd alternating stops from
an underlying contrast between aspirated, voiced, and tkadatops, respectively. The
aspirated and unmarked stops merge in the bare stem due tostaaiot against nal
aspirated stops, and the unmarked and voiced stops merge ipossessive forms due
to phonetic passive voicing of intervocalic stops.

The accuracy of Beckman & Ringen's (2004) phonetic desonpis not contested
heré!. Rather, | point out that a reliance on underlying represténis leaves unexplained

speakers' knowledge about the distribution of voicingraiédions.

2.7 Conclusions
This chapter presented a study of Turkish voicing alteamatithat contrasted trends
found in the Turkish lexicon with the knowledge that speak®ave about it, showing that

speakers are biased to reproduce certain trends but nosothe

1n fact, assuming that Beckman & Ringen's (2004) phonetgrdgption is accurate, then no possessive
form of Turkish violates *VtV, and this constraint can no t@mr distinguish alternating and non-alternating
forms. The speaker would have to call upon different comgsasuch asbdeNT(asp). Alternatively, the
effect of *VtV could be observed opaquely.
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Speakers chose voicing alternations when presented wil nouns more often with
poly-syllables than with mono-syllables, and with nonaswals more often than coronals,
re ecting the trends in the lexicon. However, they did notooke more alternating
responses when the rightmost vowel of the novel noun wasdrighck, ignoring the trend
for more alternations in those conditions in the lexicone Phoposal made here was that
lexical trends are learned in terms of typologically-resgible constraints, which are part
of UG. The prediction this makes is that there is a necessarglation between the space
of regular phonological processes as observed in the warlguages on one hand, and
the space of irregular trends that speakers can extracttfremlexicon on the other hand,
since both kinds of phenomena stem from a single posited §&tigersal Constraints.

A statistical analysis of the Turkish lexicon was offereaid @ontrasted with the results
from the experiment, showing that speakers ignored a atioel between vowel quality
and the voicing of a neighboring vowel. The experimentaliitesvere contrasted with the
results of the MGL simulation (Albright & Hayes 2002, 200®08), which over-learned
the Turkish data, projecting the vowel quality effects thamans ignored.

The conclusion was that a general-purpose statisticatdearould not reproduce the
behavior that humans display, and that a successful théteyioal learning must combine
the ability to learn lexical trends with UG-based biasese phoposed learner identi ed
con icting lexical behaviors in the lexicon and resolvee tton ict by cloning constraints.
Once constraints are cloned, each clone keeps a list of tmdswbgoverns, assuring
that existing words behave consistently. At the same titne,ctones can be used in a
generalized way, referring only to the proportion of worldattare governed by each clone,
to project the lexical trend onto novel words.

The resulting learner simulated the process of learningiada without relying on
general-purpose pattern matching. Rather, it used a seniwEk$al Constraints that were

augmented by the ability to clone constraints. In the Turkiase, the simulated learner
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ignored the correlation between vowel quality and consbwaicing thanks to the absence

of constraints that relate the two, and thus it mimicked thledvior of the human learner.
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CHAPTER 3
SURFACE-BASED LEXICAL TRENDS IN HEBREW

3.1 Introduction

In Hebrew, the plural suf x for nouns has two allomorphgm+or masculine nouns
and -et for feminine nouns. The choice of af x is completely predibte for adjectives
and loanwords, but native nouns allow exceptions both wagsie masculine nouns take
—ot, and some feminine nouns takin-

The masculine nouns that exceptionally take are phonologically clustered. Out of
the 230ot-takers in a Hebrew lexicon (Bolozky & Becker 2006), 146 newr 63%, have
the vowel [0] in their last syllable. The results reportec3a3 below and in Berent, Pinker
& Shimron (2002, 1999) show that speakers are aware of thel fie more -et in nouns
that end in [0], and project this trend onto novel items. Ineotwords, speakers' choice
of plural allomorph is not determined entirely by the steggsder or morphologically
idiosyncratic properties, but also by the stem's phonalalgghape.

In my analysis of this case of partially phonologically detened allomorph selection,
ot-takers with [0] in them respond to a high-ranking markednasnstraint that requires
an unstressed [0] to be licensed by an adjacent stressedf[dirhilar requirement on
vowel licensing in Shona, Beckman 1997; Hayes & Wilson 200B)arkedness-based
accounts of allomorph selection in OT are common in theditee, starting with Mester
(1994) and continuing with Mascard (1996), Kager (1996iti#a (1997), and Hargus
(1997), among many others. More recent work includes P&0&6), Wolf (2008b), and
Trommer (2008). Since the analysis crucially relies on tbe of markedness constraints,

i.e. constraints that assess output forms, regardless pfaited underlying representation,
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| set out to empirically test the adequacy of accountingdaidal trends using markedness
constraints.

At issue is what Albright & Hayes (2003) call source- vs. prodoriented general-
izations. In the Hebrew case, one can state the correlatbween a stem [0] and —
ot in a source-oriented way, i.e. in terms of a relationshipveen singular and plural
forms, saying that nouns that have [0] in the singular areeniilely to take -t in
the plural. Alternatively, one can state the generalizatioa product-oriented way, i.e.
in terms of conditions on the plural forms only, saying thatthe plural, noun stems
that have [0] in them are more likely to show up with the suf®et— In Optimality
Theory, generalizations that are stated in terms of ma&sliconstraints are product-
oriented, since markedness constraints only assess suguysroducts of derivations. In
contrast, rule-based theories express generalizaticiesnts of mappings between inputs
and outputs, i.e. generalizations depend on the input tdehgation, so they are source-
oriented.

The source-oriented and product-oriented generalizatio® almost exactly equivalent
when stated over the attested lexicon of Hebrew, since eatk\gery noun that has an [0]
inthe nal syllable of its plural stem also has an [0] in thagillat, and with the exception
of ve noung, every noun that has an [0] in its nal syllable in the singudéso has an [0]
in the nal syllable of the plural stem.

| propose that evidence in favor of product-oriented knaolgkeof lexical trends can be
adduced by Hebrew speakers' behavior in an arti cial largguaetting. | present such an
experiment, where speakers were taught a language that i@ Hebrew, but with two
additional vowel-change rules that caused [0]'s to be presely in the singular stem or

only in the plural stem, but not in both. Speakers preferceddsociate the selection of

IFor nouns with the vowel pattern [0-€] in the singular, vodeletion makes the [0] stem- nal in the
plural, e.g®mér Smr-m ‘guard, keeper'.

2Three nouns change the singular [0] to [wdk  xuKm ‘law', tof  tupm ‘drum' anddov  duldm
“bear"), and two nouns change the singular [0] to [&F raSm "head'yom yanim ‘day").
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—ot with nouns that have [0] in the plural stem rather than in tihgar stem, showing
that they were using surface-based, or product-orientatiads for selecting the plural
allomorph.

This chapter is organized as followx3.2 presents the distribution of the plural
allomorphs in the lexicon, arxB8.3 shows that speakers project this distribution onto hove
items. The analysis of these trends in terms of markednesgramts is inx3.4. Support
for this analysis is presented ¥3.5, with results of an arti cial language experiment that
shows speakers' preference for product-oriented gezeatains. The results are discussed

and analyzed ir3.6. Conclusions are ix3.7.

3.2 Hebrew plurals: Lexicon study

Hebrew has two plural markersim and—ot When nouns that refer to humans have
anim-form and anot-form, they invariably correspond to natural gender, ah@aword
for boy/qgirl in (68). At the phrase level, gender agreement on adjectives ahd i®also

invariably regular.

(68) a. yelad-‘m ktan-m Sr-'m
boy-pl little-pl  sing-pl little boys are singing’
b. yelad-6t ktan-6t Sr-6t
girl-pl little-pl  sing-pl little girls are singing'
At the word level, native nouns can take a mismatching suf&9a) shows that the
masculine nourxalon exceptionally takes-ot at the word level, but the accompanying
adjective and verb takeim, revealing the true gender of the noun (Aronoff 1994). The

opposite is seen with the feminine nonemaé in (69b).

3When nouns that refer to humans only have one plural fornpltival af x does not necessarily conform
to natural gender. For example, the native nQuliy-&  Suliy-6t “apprentice’ can apply to either males or
females. The word for “baby' has gender marking in the siag{rhasculindinok vs. femininetinok-ej, but
the plural istinok-6t for male or female babies. Not surprisingly, children oftrse the formiinok-mto refer
to male babies.
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(69) a. xalon-6t gdol-m niftax-"'m
window-pl big-pl  opening-pl "big windows are opening'
b. nemal-‘m ktan-0t nixnas-0t
ant-pl small-pl entering-pl “small ants are coming in’

In the loanword phonology, the plural suf x selection is coletely regular even at the
word level: If the right edge of the singular noun is recogbie as a feminine suf x, as in
fukaU-a, —otis selected (70a), otherwise it$m, as inblog-im(70b). This even applies to
nouns that refer to male humans, lik@léga(70c). Loanwords that refer to female humans

but don't have a plausible feminine suf x on them, likeachm mostly resist pluralizatich

(70d).
(70) a. fukd}a  *fukalkm fukal-ot “focaccia'
b. blog blog-im * blog-ot “blog’
c. kolég-a *kolég-im kolég-ot “(male) colleague'
d. madam ? madam-im ??? madam-ot “madam (in a brothel)'

A nal factor that affects the distribution of the plural athorphs is phonological.
Masculine native nouns show a clustering of tiidakers: most of the masculine nouns
that exceptionally take-ot have [0] in their nal syllable (Glinert 1989; p. 454, Arorfof
1994; p. 76). This preference feotin masculine nouns that end in [0] applies productively
to novel nouns, as seen in Berent, Pinker & Shimron (19992P860d inx3.3 below. The
feminine native nouns are less interesting, because therelatively fewim-takers among
them, and those fewn-takers don't seem to pattern in any noticeable way.

To summarize so far, there are three factors that deterntimal @llomorph selection

without exception:

4Some speakers offenacam-iy-otas the plural oinacam i.e. they add the feminine suf xit to the
root to make a more plausible singular feminine stem for theap—ot to attach to. The change seft to —iy
before—otis regular in the language (Bat-El 2008a).
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(71) a. Natural gender: Whenever a single noun stem refenstes and femalesjm

will refer to males and et will refer to females.

b. Morpho-syntactic gender: Adjectives and verbs takewith masculine nouns
and -ot with feminine nouns. Essentially, adjectives and verbgaéthe true

gender of a noun.

c. Morpho-phonological gender: When a loan-word (i.e. amthat keeps the
stress on its stem in the plural) ends in what sounds like anfemsuf x, its

plural will be in -ot, otherwise its plural will be in .

And there are two factors that have some power in predictegpiural allomorph

selection, but these allow exceptions:

(72) a. Morpho-syntactic gender: A native noun (i.e. a ndwat toses its stress to
the plural af x in the plural) usually takesim if it's masculine and st if it's

feminine.

b. Phonology: The majority of native masculine nouns thig tat in the plural

have an [0] in their stem.

From this point on, the focus will be on native masculine ryuand the phonological
effect of a stem [0] on the selection of the plural af x. Theepence of a stem [0] makes
the selection of et more likely, relative to the selection obtin the absence of a stem [0].

The partial predictability in the distribution obt-takers is not incompatible with
the existence of minimal pairs, such as those in (73), wheeechoice of plural af x
disambiguates the meaning. Overall in the lexicoot is more likely with a stem [0],

but for any single lexical item, the selection of an af x inpnedictable.

(73) a. himnon-"m/himnon-6t “national anthem'/ “religiougnin’
b. tor-‘m/tor-6t ‘line, queue’, "appointment' / “turn’
c. maamad-"m/maamad-o6t ‘stand'/ “status'
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With certain nouns, the choice of plural sufx is variable amd between speakers.
Some nouns that occur variably in current usage are in (#grevthe percentage indicates

the proportion of-ot plurals out of the total plural forms found in Googjle

(74) a. Sfar-'m/Dfar-6t 56% “shofar'
b. dyokan-"m/dyokna-aair dyokan-ot 41% “portrait’
c. kil®n-"'m/kil®n-ot 11% “pitchfork’
For the purposes of this study, data about the distributfeAima and -et comes from

an electronic lexicon of Hebrew (Bolozky & Becker 2006) thais modeled after TELL (a
Turkish Electronic Living Lexicon, Inkelas et al. 2000). &'kexicon lists nouns and their
plurals. The nouns are mostly collected from the Even-Séwoslictionary, and their plurals
re ect the knowledge of the second author, occasionallynaemted by Google searches,
in an attempt to approximate an idealized native speakez.tdlile in (75) lists the native
masculine nouns in the lexicon, arranged by the vowel irr tinail syllable. Recall that
in this context, "native' refers to unaccented nouns (Bat993; Becker 2003), i.e. nouns

that surface in the plural with the stress on the plural suf x

(75) Final vowel n ot-takers %t-takers
u 1101 6 0.5%
i 464 8 1.7%
a 1349 39 2.9%
e 977 31 3.2%
o] 523 146 27.9%
Total 4414 230 5.2%

SThere are surely many more nouns that variably take eithealaf x, but Hebrew orthography makes
searching for them online a dif cult task. The variable atwof the plural af x goes back to Tiberian Hebrew,
where a considerable number of nouns are attested with twvalbrms (Aharoni 2007), e.glo:r-:m (Isaiah
51, verse 8) vsdo:ro:T(Isaiah 41, verse 4) "generations'.
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The data in (75) shows that-taking accounts for a fairly meager proportion (2.2%) of
the native nouns that end in vowels other than [0], but alradkird of the nouns that end
in [0]. The 1460t-takers that end in [0] account for 63% of the 23&takers.

There are further morpho-phonological regularities tlwatedate withot-taking within
the set of nouns that have [0] in their nal syllable. For gnste,ot-taking is completely
regular for a class of tri-syllabic masculine nouns thatehastem of the shape [CiCaC—]
and the suf x [-on] (e.g Skar-on “state of drunkenness'). These nouns can be productively
formed from verbs to mean “state of X-ness', and with thismireg their plural is always
in —ot®. Tri-syllabic nouns in [-on] account for 54 of the 146 [o]ahot-takers in (75). Of
the remaining 92 [0]- nalot-takers, 49 end in the segments [on], but in many cases, it is
hard to determine whether these segments belong to the aifo a stem.

Having an [o] in the root is well correlated with takingot in the plural even
after allowing for the effect of the sufx [-on]. In the lexdn, this can be seen with
monosyllables: Of the 70 monosyllables with [0] in them, 28 at-takers (29%), and
none of theset-takers end in [n]. This rate ajt-taking is comparable to the overall rate
of ot-taking.

Looking at di-syllabic nouns onlythe effect of a root [0] is observed not only locally,
but also at a distance. The table in (76) shows that havinglan {he penultimate syllable
correlates with a level oft-taking that is intermediate between roots with a nal [ofdan

roots with no [0].

5The etymological data in Bolozky & Becker (2006) con rms tlm®dern productivity obt-taking for
[CiCaC-on] nouns. Of the 236t-takers, 216 are attested before modern Hebrew (i.e. BitdicMishnaic).
Of the remaining 14t-takers that were created in modern times, 13 are [CiCaGrouihs. The remaining
modern itemdlax dux-6t ‘report’, is colloquially pronounceddx dox-6t, thus making every single
modernot-taker a noun with [0] in its stem.

"Bolozky & Becker (2006) list only six native nouns with an [ja]their antepenultimate syllable, and
none with earlier [0]'s. All six are poly-morphemic and taken. This is hardly surprising, given that few
native nouns surface more than two syllables long, and elharlyzed as underlyingly disyllabic in Becker
(2003).
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(76)  vowel pattern n ot-takers O%t-takers

a-a 589 12 2.0%
o-a 102 12 11.8%
a-o 163 34 20.9%

This action at a distance, however, is only observed when [a] that intervenes

between the root's penult [0] and the plural af x:

(77)  vowel pattern n ot-takers O%t-takers
0-a 102 12 11.8%
0-e 288 0 0%
o-i 18 0 0%
o-u 1 0 0%

This absence obt-takers in the last three rows of (77) is not necessarilyrelyti
phonological. Nouns with an [0-e] vowel pattern often refermale humans, in which
case they always takem, e.g.torém benefactor',.®ded robber'. Other such nouns are
plausibly derived from present participles, which reglyléaake —im when masculine, e.g.
nozl ‘liquid’, from nazl to ow', and moac pacier’, from madc to suck'. The
paucity of [0-u] nouns re ects the general rarity of nativeums that combine two rounded
vowels. Not much can be said about the 18 [0-i] nouns, sineekpected number @it-
takers would be no more than two or three, and their absendd be a lexical gap. On the
other hand, of the eigldt-takers that have [i] in the nal vowel of their singular steanly
one keeps that vowel in the plural, so it's possible thatiguan [i] in the last vowel of the

plural stem is particulary incompatible with selectingt®- In the following discussion, |

80f the eightot-takers with a nal [i] in Bolozky & Becker (2006), onlK'r “wall' has [i] in the plural,

kir-6t. Four more are segolates that have [ye] or [ey] in the plugais gyasét “army', yain  yeynét

‘'wine', lail  leyl-6t "night', andxail  xeyl-0t “corps'. The remaining three are essentially suppletieE:
marP-6t ‘mirror', ar’ aray-0tlion', andpr"  pe(y)rot “fruit'.
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will stay agnostic about the status of the intervening vewel(77), and assume that the
presence of [0] in the stem's penultimate syllable incredke likelihood of taking et no
matter what the vowel in the ultima is.

To summarize the ndings: In native masculine nouns, a stefg correlated with
selecting the pluralet. The correlation is strongest when the [0] is closest to thiei-e.
in the nal syllable of the stem. A weaker correlation is ob&s when the [0] is in the

penultimate syllable of the root, when an [a] intervenes.

3.3 Speakers' knowledge of lexical trends

To test what generalizations Hebrew speakers make abodidindution of the plural
suf x, and see how these generalizations relate to theidigton of the plural sufx in
the lexicon, | tested speakers' choice of plural suf x witbvel words that had four vowel
patterns: [a-a], [0-a], [a-0], and [i-0]. These represeatds that have no [0] at all, words
that have [0] in the penultimate syllable of the stem, and kimals of words that have an

[0] in their nal syllable.

3.3.1 Materials and methods

For each of the four vowel patterns tested, the experimerttawed 14 novel words and
6 existing words, i.e. 56 novel words and 24 existing word®in total. The 6 existing
words in each vowel pattern were all native nouns of Hebrewur, 6f which wereot-takers
and two werem-takers. All existing words were high-frequency words wigguent plural
forms.

For each of the 80 words, the singular and two plurals wererdeti by a male
native speaker in a sound-attenuated booth onto a Macictosputer at 44100 Hz, using
Audacity. Then, for each word, two .wav sound les were ceglatising Praat (Boersma
& Weenink 2008). One le started with .5 seconds of silena#lofved by the singular

played twice, then theim plural, and thenr-ot plural, with a second of silence following
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each word. The second le was similarly constructed with-toéplural rst, followed by
the—im plural. Each le was converted to .mp3 format using ttreve encoder, version
3.97 (from http://www.mp3dev.org/).

The experiment was conducted on a web-based interfaceg &giefox. After some
instructions were presented, training consisted of redipgrto three nouns with the vowel
pattern [u-a]: an existingt-taker ulam ladder’), an existingm-taker gduxan “stall’), and
a novel nounKusr). Feedback was given for the two existing items.

The experimental items were randomized and presented ameefsentence that makes

them masculine nouns, e.g.:

(78) ze kamoz ve ze od kamoz

thisyasc IS akamoz andthisysc is anothekamoz

beyaxadele  Sey

togetherthey'retwoyasc

The sentence appeared on the screen in Hebrew orthograpioh wmcluded vowel
diacritics on the target nouns. In parallel, the partictpdreard one of the sound les as
described above, with the singular heard twice, followeth@two plural forms in random
order, e.gkmoz-m andkmozét. Using the mouse, the participants were asked to choose
the form that sounded most appropriate by clicking one oftwtbons.

The real words used are listed with their plurals in (79). pheal forms that were
assumed to be correct are in parentheses, with the full fovengf it differs from the
simple concatenation of the singular root and the pluraksdie novel words are listed

in (83) below, with the experimental results.

(79) Existing words
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a-a a-o i-0 o0-a

xaS(-ot) makor (mekor-6t)  cinbr (-6t) olam (-6t)
zanav (znav-06t) xalom (-0t) nixdéax (nixox-6t)  mas@ot)
mazal (-6t) garobn (gron-6t) vilon (-6t) ocar (-6t)
nahar (nehar-ot) ason (-6t) Kinor (-0t) morad )-6t
davar (dvar-'m) alén (-'m) kidon (-'m) gozal (-m)
bacal (bcal-'m) 06N @on-"m) kiyor (-'m) kolav (-'m)

3.3.2 Participants

The participants were 62 adult native speakers of Hebravdesits at the Hebrew
University in Jerusalem. They were recruited with the geasrhelp of Ram Frost, of
the Hebrew University Psychology Department. One additigarticipant was excluded
for making more than 60% mistakes with the actual words testaggesting that she
misunderstood the task. A mistake was de ned as a judgmexttdaviated from the
author's knowledge of Hebrew, as given in (79), and hencmeftbe statistics extracted
from Bolozky & Becker (2006). The other 62 speakers made f@rmymistakes with the

actual wordsi = .7,SD = .8, max= 3).

3.3.3 Results

The participants choseotleast often with [a-a], more often with [0-a], and most often
with [a-0], essentially replicating the lexical trend (8@here is a trend in the lexicon for
more -ot after [i-0] than after [a-0], which speakers did not repiéahis is discussed in

x3.4.2 below. The by-item results are in (83).
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(80)  vowel pattern  Experiment Lexicon

a-a 26% 2%
0-a 29% 12%
a-o 32% 21%
I-0 33% 26%

The results were analyzed with a mixed-effects logisticasgion in R (R Development
Core Team 2007) using thmer function of theLME4 package, witlparticipantanditem
as random effect variables. With an unordered four-lexeiel xed-effect factor as a
predictor and the choice of plural af x as a binary dependeaiable, the vowel effect
only approaches signi cance. With [a-a] as a baseline ][@-mmore conducive to choosing

ot-plurals (81), but the other two vowel patterns are not.

(81) Estimate SE z p

(Intercept) 1.1077 0.1431 7.739 < 0.001

a-o 0.3425 0.1848 1.853 0.064
I-0 0.3042 0.1852 1.642 0.101
0-a 0.1678 0.1858 0.903 0.366

An inspection of the results for the individual items (in 88)sed the suspicion that
some stimuli got a very high rate of-responses due to the similarity of their nal syllable
(or their last three segments) to the nal syllable (or ldsee segments) of a reat-taker.

For example, the two stimuli that got the highest numbesteesponses in the [a-a] vowel
pattern werega.rad and ca.cag, and each of them shares the last syllable with the real
ot-takersmo.rad morad6t “slope' andgadg gag-6t ‘roof'.

To see what post-hoc effect the nal syllable might have, aaby variable named
similar was added to the analysis. The items that were given a valdewsdre garad,

cagag, kalam pa®S kanbd, paddc, andcikor, due to their similarity, respectively, tnorad
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morado6t “slope’, gag gag-6t roof', sulam sulamét ‘ladder', xa®S xaRSo6ot
‘worry', néd  nod-6t " ask’, nicbc nicoc-6t ‘spark’, andmalkor  mekorét “source'.
The other items were given a value of zero, since they didimaiestheir nal syllable with
any knownot-taker.

The addition okimilar as a xed-effect variable made a highly signi cant improvent
to the model, as determined by an ANOVA model comparisg(ilf < .001). Not only
did similar come out highly signi cant, it allowed the effect afowelto emerge (82).
The adequacy of this model was veri ed with tpgals.fncfunction from thelanguageR

package (Baayen 2008), which left the p-values essentialthanged.

(82) Estimate SE z p
(Intercept) 1.3488 0.1357 9.936 < 0.001
a-o 0.4660 0.1577 2.954 0.003
i-0 0.4977 0.1608 3.096 0.002
0-a 0.4187 0.1652 2.534 0.011
similar 0.8172 0.1698 4.814 < 0.001

With [a-a] as the baseline, each of the three vowel pattéraishtave [0] in them came
out signi cantly more conducive tot-responses than the baseline. An additional model
that is identical to the one in (82) except for the speci oatof [0-a] as the baseline for
vowel shows a signi cant difference between [a-a] and [o4a]< .011), but without a
signi cant difference between [0-a] and either of [a-0] &D] (p > .1).

Since the similarity of the nal syllables of the novel itemts the nal syllables
of existing ot-takers was seen to make a signi cant improvement, four rosivailarity
measures were tested: (a) the initial syllable (one or tvwgpmsats), (b) the initial two
segments, (c) the initial three segments, and (d) the nald#egments. Each of these four
measures was encoded as a binary variable, following theeduoe described faimilar

above. Then, each variable was added, one at a time, to teentizdel in (81). The rst
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three of these did not reach signi cangeX .1), and their addition to the model was found
unjusti ed by an ANOVA model comparisoref(1) > .1). The similarity of the nal two
segments did reach signi cancp € .005) and improved the model signi cantlg?(1) <
.005), but not nearly as much as the similarity of the nalenisegments did. | conclude
that the nal syllable, or last three segments, offered tastimeasure of similarity for the
current study.

Finally, the effect of nal consonants was tested by addingiaordered 13-level xed-
effectconsonantwariable to the analysis in (82). None of the levels reachgai sance,
and overall, the addition ofonsonantdid not improve the model, as determined by an
ANOVA model comparisond?(1) > .1)

In conclusion, the vowel pattern [a-a], which has no [0] inpitoduced a rate obt-
repsonses that was signi cantly lower than patterns withrfaghem. The vowel pattern [o-

a], with its non- nal [0], did not come out signi cantly di#frent from the [0]- nal patterns.
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(83) Nonce words and the percentasfplurals chosen for thetn

a-a o0-a a-o i-0

sagaf 9% donaf  30% zarof  25% idof 26%
takav  23% lav  25% davov  32% xizov  25%
kalam 32% sotam 38% gm 32% dimébm 21%
garad 38% opad 26% kandbd 55% nidod 53%
pasas 34% xodas 19% baros 23% migds 25%
gavaz 9% nokaz 21% kambz 38% rzéz  49%
banac 21% motac 38% pacoc 40% lixoc  43%
dalésSE 28% rok& 26% tan® 32% biyd5 28%
padS 43% kovéd 13% bak&® 23% gircc  13%
zavak 17% losak  42% sakbk 32% Shok 11%
cagag 38% Snag 28% barbg 30% ricog 30%
bazax 21% sovax 21% Sdoax 47% lifbax 40%
@nal  28% gomal 28% calol  25% zihdl  32%
dagar 19% zovar  45% galor  32% cikbr  49%

3.3.4 Discussion

Hebrew speakers productively extend the effect that a stémgjs on the choice of the
plural allomorph from their lexicon to novel nouns. In thgit®n, a stem- nal [0] is more
conducive to choosingot than a non-stem- nal [0], which in turn is more conducive to
choosing et than a stem that lacks [0] completely. In the experimentakees reliably

reproduced the difference between the presence and abeériog but not the [0]'s

°In the plural forms, the initial [a] was deleted for [aa] arab] nouns, e.g. the plurals offered for
sagaf weresgaf‘m andsgaf6t. This was done in order to reduce the likelihood that thessaavould be
interpreted as referring to humans, and thus skewing thmreses towardsim. In the lexicon, the deletion
or retention of the [a] is an idiosyncratic property of rqdist a retained [a] correlates well with animacy
(Bat-El 2008b).
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location. Whether speakers replicate the lexical trendhef[b]'s location is a matter for
further experimentation.

The vowel effect in the experiment was only detected rejialflen the similarity of the
test items to actualt-takers was taken into account - speci cally, what matterexst was
the similarity of the nal syllable. In designing the stimir (83), | made sure that overall
they didn't resemble real native nouns of Hebrew too clas&tyimpressionistic inspection
of the results in (83), however, lead me to believe that naeeins that share their nal
syllable with realot-takers got a high rate ofotresponses, regardless of their vowel. For
example, the novel noucagag, which has no [0] in it, got moreot responses than most
nouns that do have [0], and | attribute that to the existeridkeoreal nourgag gag-ot
‘roof'. The logistic regression model in (82) strongly comed this hypothesis. Other
measures of similarity that were tested were shown to beri#iss useful or completely
insigni cant.

Berent, Pinker & Shimron (1999, 2002) report a series of erpents similar to the
one | present here. They gave participants novel nounseptes orthographically, and
asked the participants to write a plural form for them. Theatmouns were chosen so
as to control for their similarity to reaim-takers andt-takers, and they found that novel
nouns that are similar to existiraj-takers elicited a higher rate of choosingt—

Berent et al. (1999, 2002) controlled for the degree of sty of their novel items
to actual items by consistently varying the number of chdrfgatures, but not by making
the change in a consistent phonological position. They ddhree levels of similarity
between novel items and real items: (a) “similar”, whichalwes changing one feature
on one segment that is not a place feature — usually a chanfymio€], lateral (r vs.
), or anterior (s vs.g, (b) “moderate”, which involves a bigger change of one seqgim-
usually a change of place of articulation and some otheufeaand (c) “dissimilar”, which
involves a change in all of the consonants of the root. In thrnty of cases, the “similar”

and “moderate” changes altered the second syllable of te(68% of the stimuli in in
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experiment 1 of Berent et al. 1999, and 50% of the stimuli ipezments 1 and 2 in Berent
et al. 2002). Yet, with a modi ed second syllable in more theaif the stimuli, all three

experiments found a signi cant effect of similarity to reatttakers. This contrasts with
the results of this study, which found the similarity effeztbe strong with an unmodi ed

second syllable.

| conclude that similarity between novel items and existitegns has a clear effect
on speakers' behavior, and yet the exact de nition of thimiklrity is far from clear.
For instance, the difference between the “similar” and “erate” conditions reached
signi cance in Berent et al. (1999) but not in Berent et aD@2). What effects the exact
degrees and locations of changes may have is still largelpswmered.

To summarize, two robust effects emerge from the currenystnd from Berent et al.
(1999, 2002). The rstisthe presence of [0] in the root, whaticited a signi cantly higher
number of -et responses than roots without [0] in them. The location oflthén the root
was not shown to have a signi cant effect on the speakergarses, and it is hoped that
further experimentation will be able to show this effect.eecond is a similarity effect,
where items that are similar to existingrtakers elicited signi cantly more 6t responses
than items that are not. The exact formulation of the sintylaffect, however, is elusive,

and would require further research.

3.4 Using markedness constraints to learn lexical trends

The lexicon study presented ¥8.2 and the experimental results x8.3 show that
having [0] in the root is conducive to choosing the plural.-Additionally, in the lexicon,
an [o] in the nal syllable is more conducive tmtthan a non- nal [0], although this effect
was regrettably not found in the current study. In this segti offer an analysis of this
correlation in terms of markedness constraints.

The analysis is based on Optimality Theory (Prince & Smdtgri®93/2004) with the
Recursive Constraint Demotion algorithm (RCD, Tesar & Smeky 1998, 2000; Tesar
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1998; Prince 2002), augmented with a mechanism of constiaiming (Pater 2006, 2008b;
Becker 2007). Cloning allows the speaker to keep track at#trends and build their
relative strength into the grammar.

The appropriateness of using markedness constraints &ililoply assumed in this
section, but it discussed and motivated empiricallx3rb, using results from an arti cial

language experiment.

3.4.1 Analysis

The preference of roots that have [o] for takiAgt is interpreted as a requirement for
licensing unstressed [0]'s. In native nouns, stress shg@x@the root in unsuf xed forms
(e.g.xalon "window"), but stress moves to the right in suf xed forms,chuas the plural
(e.g.xalon-6t "windows'"). In the plural, then, the root's [0] surfaces tressed, where it
requires licensing.

Limiting [o] (and other non-high round vowels) to promin@aisitions is quite common
in the world languages. Many languages are known to limit¢dhe stressed syllable, as
in Russiandom-a  dam-ax “at home(s)°. Similar restrictions apply in Portuguese and
elsewhere.

Other languages require [0] to be licensed by the wordahdyllable. Turkish native
nouns, for instance, allow [0] only in the rst syllable of@tword. Shona allows [0] in
the word-initial syllable, and more interestingly, aniaif{o] can license an [0] later in the
word (Beckman 1997; Hayes & Wilson 2008).

In the analysis proposed here, Hebrew is like Shona, but stigss: In Hebrew, [0]
must be stressed, but a stressed [0] allows [0] to appeavriese in the word. A similar
licensing effect is seen with High vowels in several romalacguages (sex3.4.4). The

licensing of [0] is not a categorical restriction in Hebres, unstressed [0]'s are tolerated.

101n standard American English, and other dialects, [0] canrstressed (‘piano’, “fellow') word- nally,
but in some dialects, especially in the South, unstresdad fmt allowed (“piana’, “fella’). This restriction
on [0] in English, however, is just a part of a wider ban on tesgted full vowels in these dialects.
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The licensing effect emerges when selectirgy allows its stressed [0] to license the
unstressed [0] in a root via auto-segmental linking.

Regular nouns (84a) allow [0] to surface unlicensed in thiegbl Forot-takers that have
an [0] in the root- nal syllable (84b), the [0] is licensedrdctly by stress in the singular,
and by being associated with the stressed syllable in thralplAs for ot-takers that have
a non- nal [0] (84c), the [0] surfaces faithfully in the sialar, just like the [0] inalon-m,

but it is licensed across the [a] in the plural.

(84) Singular Plural

high +high
+back back

a. Regular alén albn-"m “oak tree'
high
+ back

b. Irregular xalén xalon-06t ‘window'
high
+ back

c. lrregular olam olam-0t “world'

This diagram in (84c) shows the licensing of the unstressédn|the root by the
stressed [0] of the plural af x, skipping the intervening.[&lternatively, the [a] could
be associated with the licensed features, and thus elieitiet skipping, since [a] is
compatible with [ high] and [ back] speci cations. Licensing a marked vowel non-
locally across another vowel is attested in other languaagediscussed in Hualde (1989);
Walker (2006). In the Lena Bable dialect of Spanish, théigh] feature of a word-
nal vowel must be licensed by the stressed vowel, skipping iatervening vowels (e.g.
ltrweban+u/ ! [trwiban-u). The treatment of intervening vowels, in Hebrew and cross-

linguistically, is discussed in further detail ¥3.4.4.
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As discussed in3.2 above, it is not clear which vowels may intervene whehis
selected non-locally. The current study is not particyladmmitted to this question, and
the analysis will go through with just minor modi cationstifie set of intervening vowels
turns out to include just [a] or a larger set.

Among nouns that have [0] in their roots, only those thataefstressless in the plural,
i.e. native nouns, could bene t from takingpt in the plural. Loanwords, i.e. nouns that
keep their stress on the root, would not bene t from takimg, since there is no [0] that
needs licensing, and indeed loanwords do not allow excegitai-taking.

In terms of Optimality Theory (Prince & Smolensky 1993/2p0tking —im or —
ot can be fruitfully understood as responding to the satigfacdf different markedness
constraints.

The requirement for the masculiré@n on masculine nouns is enforced by a morpho-
logical constraintf -MATCH, which demands gender features to match in poly-morphemic
words. For anm-taker likealon (85),f -MATCH outranks the constraint@acaL (o), which

requires local licensing of [0]:

(85)
alonyasc + fimMyasc , Ot=eng f-MATCH LocAL(0)
a.+ alon-‘m *
b. alon-6t *|

Conversely, amt-taker likexalon requires a high-ranking&cAL(0):
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(86)

xalonyasc + fiMyasc , Oteeng LocAL(0) f-MATCH
a. xalon-m *|
b.+ xalon-o6t *

The constraints that enforce [0]-licensing are de ned be{87-88). The constraints
are modeled after Hayes & Londe (2006), who nd a similar aafsexceptional action at a
distance in Hungarian vowel harmony. S&4.4 below for a discussion of other possible

de nitions of the constraints.

(87) LocaL(o)
An [0] must be licensed by virtue of being stressed, or byueirdf being auto-

segmentally associated to a stressed [0] in an adjaceabt/!

(88) DisTAL(0)
An [0] must be licensed by virtue of being stressed, or byueirdf being auto-

segmentally associated to some stressed [0].

When the root [0] is farther away from the stressed syllab@;AL(0) is not satis ed
with either plural af x, but DSTAL(0) prefers that the [0] be licensed across the intervening
vowel. In (89), DSTAL(0) outranks -MATCH, and LocAL(0) is unranked with respect to

either of the other two constraints.

(89) .
|
olamyasc + fiMyasc , Oteng DisTAL(0) LocAL(o) | f-MATCH
|
a. olam-m *| * |
i
b.+ olam-6t * | *
|
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With anim-taker that has a non- nal [0], it is the ranking DfM ATCH over DISTAL(0)

that assures the correct result (90). Just like in (89),ahking of LOCAL(0) is immaterial.

(90) .
|
olanasc + fiMyasc » Oteend f-MATCH DisTAL(0) | LocAL(0)
|
|
a.+ olar-m * | *
|
|
b. olar-ot *| | *
|

In a small number of nouns,dcAL (o) and/or DSTAL(0) force the change of a root [0]
to [u], asin (91a). Rankinf-MATCH and one of locAL(0) or DISTAL(0) over IDENT(Hi)
would give rise to the vowel alternation, as shown in (92)e fiamber of words involved,
however, is very small: It's the noun®k ‘law', tof "drum' anddov "bear’, the quanti ers
kol "all' and rov ‘most', and a dozen adjectives. There are only two wordsdisatay ano

a alternation:roS "head' andyom day' (91b).

(91) a. x0k xuk-m ‘law!

b. r6S raSm “head'

(92)

XOKyasc + fiMyasc » Oteemg || f-MATCH ! DISTAL(0)! LocAL(0) | IDENT(HI)

| |
a.+ xuk-m : : *
| |
i i
b. xok-m | * | *
| |
i i
c. xok-ot Ll I |
| |

An additional effect that follows from the use of constraitihat license [0] by the

stressed syllable is the regularity of the plural af x s¢lec in loanwords. In these words,
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stress stays on the rdétso any [0] in the stem would be equally licensed in the siagul
and the plural. The tableau in (93) shows the nblag "blog’, where the presence of the

[0] cannot trigger selection oft, since LOCAL(0) is equally satis ed by either plural af x.

(93) ,
bl0Guasc + fiMyasc , Oteemd f-MATCH | LoCAL(0)
a.+ blog-im :

b. blog-ot *| |

Similarly, if a loanword has an unstressed [0] in it, likop “ketchup', LOCAL(0) is

equally unable to prefer one of the plural allomorphs overdther.

(94)

keWopuasc + T iMuasc » Oteend f-MATCH LocAL(0)

a.+ kélbp-im : *

*%*

b. kélbp-ot *|

The regular selection of ot with feminine loanwords, as ifukdla  fukdUot
“focaccia', does indeed introduce an unlicensed [0]. Smgeanalysis allows bcAL(0)
to dominatef -MATCH for some nouns, one would expect that some feminine loarsvord
would choose im, contrary to fact. However, recall that the selection of ir loanwords

is not based on morpho-syntactic gender (i.e. the gendeistihavealed by agreement on

1§ suf xation puts the stressed syllable more than thredakyés away from the edge, the stress
(optionally) shifts two syllables to the right (Bat-El 19%ecker 2003), but never off the root. For example,
the plural ofbéybisiter'male babysitter' is eithebéybisiter-imor beybister-im, but never beybisiter-m.
Similarly, the plural obéybisiter-it'female babysitter' is eithdvéybisiter-iy-otor beybister-iy-ot, but never
*beybisitersy-ot.
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adjectives and verbs), but rather on apparent morpho-pbgical gender: All and only
the nouns thaappearto be feminine by virtue of having a feminine suf x on them ¢éak
—ot, including masculine nouns that end in -a, suctkalég-a (male) colleague'. | am
assuming that some other constraint enforces this patieconstraint that categorically

outranks both bcAL(0) andf -MATCH. | call this constrainltMATCH, as shown in (95).

(95) .
|
fuk&Useey + f iMyasc ; Oteemd mMATCH | f-MATCH ' LOCAL(0)
|
a. fukdkim *| * |
|
b.+ fukalot | *
|

Returning to native masculine nouns now, there is still trebjem of selecting-ot for
thoseot-takers that don't have [0] in them, such &n $m6t name'. Since neither
LocAL(o) nor DsTAL(0) can help with selectinget in the absence of a root [0], some
other mechanism must be involved.

| propose thabt-taking can be attributed to a constraint that doesn't refeihe root
vowel, but rather penalizes some aspect of thm suf x itself, e.g. *s/HIGH, which
penalizes stressed high vowels (Kenstowicz 1997; de Laby20A constraint such as
*L AB would work equally well — neither constraint is otherwisearly active in the

languagé’.

2Arguably, both constraints are relevant for Hebrew phogylim general: $/HiGH could be used to
derive the distribution of stressed vowels in segholatds;ionly allow non-high stressed vowels, producing
alternations like the one ikécev  kicb-" “rhythm / rythmic'. Self-conjuction of *laB could account for the
restrictions on the distribution of labials in roots.
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(96)

EMyasc + fiMyasc » Oteeng *s/HIGH | f-MATCH | LocAL(0)

a S$m-m *|

b.+ $m-o6t *

This use of $/HIGH, which attributes the selection obtto marked structure that
happens to appear in the suf xm, makes no reference to the phonological shape of the
root. This is in line with the rest of the analysis, which asss that any vowel other than
[0] is inert with respect to plural allomorph selection.

In principle, the selection ofet with nouns that don't have [0] in them could be done
with a purely arbitrary diacritic, with no phonological sibnce at all. In the analysis
proposed in (96) above, however, it is hard to see why th@ézavould fail to notice the
preference thats$/HIGH makes, if this constraint is indeed universal and availablihe
learner “for free”.

| leave open the possibility that in some cases, learnertetirerith no phonological
mechanism for making the right choice in allomorph selettiand they are forced to
simply list the exceptional af x-takers. Suppose that a stomint such as s/HIGH is
unavailable to the speaker for some reason, making thesdastrm®m-6t harmonically

bounded, as in (97).

(97) ,
|
Myasc + FiMyasc , Ofend f-MATCH | LoOCAL(0)
|
a. ®m-m |
|
b./ $m-o6t *| :
|
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Faced with a situation as in (97), the speaker will simplytihe form®m-ot in their
lexicon (cf. a similar proposal in Tessier 2008). Once tistethe lexicon, this form will
have no effect on the grammar and thus no effect on the tredtmh@ovel nouns.

To summarize the point so far: Most masculine native noundebrew select the
plural -im due to a high ranking morphological constraifMATCH. Two phonological
constraints, bcaL(o) and DSTAL(0), prefer the selection ofet when there is an [0] in
the nal or non- nal syllable of the root, respectively. D&rent Hebrew nouns are subject
to different constraint rankings: Nouns that taken-are associated with a high-ranking
f-MATCH, while nouns with [0] in them that takeotare associated with a high-ranking
LocAL(o) or DisTAL(0). Finally, ot-takers that don't have [0] in them are associated with

a different high-ranking phonological constraing/HIGH.

3.4.2 Ranking con icts trigger the formation of generalizations'?

| have shown that in the lexicon, selection ajt4s most common with nouns that
have [0] in their nal syllable, less common with nouns thatk [0] in their penultimate
syllable, and least common with nouns that don't have [o]llat$peakers replicated the
effect that the presence of the [0] had, and it is hoped thatdéwork will demonstrate that
speakers replicate the effect of the location of the [o].

| proposed an analysis that relies on the idea that diffenemtls of the language are
subject to different grammars: Masculine nouns that takeare associated with a high
ranking of a morphological constraint that requires thegulise af x on masculine nouns,
while those masculine nouns that tak& are associated with highly ranked phonological
constraints, such as constraints that require a root [o¢ tiicknsed.

The analysis must now be completed with a mechanism thavslgpeakers to do

three things: (a) learn the correct af x to choose with @rigtnouns, (b) learn the relative

13This section introduces the basic mechanism of constriintryy, as applied to the Hebrew data. The
cloning mechanism is also described in chapter 2, and itptoead formally in chapter 4.
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frequency oft-taking in the lexicon relative to the presence and posiioaroot [0], and
(c) project the frequencies of the lexicon onto novel ite@sch a mechanism is outlined
here, and in chapter 2; the full proposal is detailed in ofvat

The analysis relies on learners' ability to identify caselseve there is no single
grammar that can apply successfully to all of the words oif ta@guage. The Recursive
Constraint Demotion algorithm (RCD, Tesar & Smolensky 1Z9®0; Tesar 1998; Prince
2002) allows language learners to collect ranking argum@ntn different lexical items
and nd con icting rankings.

The use of RCD is most clearly illustrated with comparataeléaux (Prince 2002),
where pairs of winners and losers are compared as to howdheyh various constraints.
For example, the plural form ofalon "window' is xalon-6t, so the learner has to make
sure thatkalon-0t wins over the intended los&alon-m. The constraint-MATCH prefers
xalon‘m, while the constraint bcAL(o) prefersxalon-6t, so if xalon-6t is to win, the
constraint that prefers the winner must be ranked over thetcaint that prefers the loser.
This situation is shown with the winner-loser pair in (98&ith LocAL(0) assigning a W
(“Winner preferring”) to it and -MATCH assigning an L (“Loser preferring”).

Similarly, the winner-loser pair in (98b) shows tira-taker alon “oak tree', which

requires the ranking d--MATCH over LOCAL(0).

(98)

LocAL(0) f-MATCH

a. xalon-6t *xalon-'m W L

b. alon-m *alon-6t L W

Given a comparative tableau, the learner can extract a reamistanking from it by
nding columns that have only W's or empty cells in them, andtalling the constraints

in those columns. Installing a constraint means that it deddo the constraint ranking
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below any constraints that are already in it, and any winoses pairs it assigns a W to
are removed from the tableau. Installing constraints omets until all winner-loser pairs
are removed. In the case of (98), however, there are no emmistto install, since all the
columns have both W's and L's in them.

The solution to this situation was offered by Pater (200®82), who suggested that
a constraint can belonedto solve the inconsistent ranking of the constraints. Gigra
constraint means that the learner makes two copies, orglohéhe constraint, and makes
both clones lexically-speci c. Clones are lexically-spem the sense that they apply only
to the list of lexical items that are associated with them.ewh constraint is cloned, every
lexical item it assigns a W to is associated with one clond,emery lexical item it assigns
an L to is associated with the other cldhe

In the case at hand, suppose the learner decided to clooall(o). One clone would

be associated witkalon, and the other would be associated wathn (99).

(99)

LOCAL(O)yaion| f-MATCH | LOCAL(O)aion

a. xalon-6t *xalon-'m W L

b. alon-m *alon-6t W L

Now there is a column that only has W's in it, and there is a tran# to install:
LocCAL(O)aion- Once installed, the rst winner-loser pair in (99) is reneody which leaves
the column off -MATCH with only W's in it. f-MATCH is installed and added to the
constraint ranking below @CAL(0)ya0n, @and the second and last winner-loser pair in (99) is
removed. The remaining constrainthEAL(0)a0n is added to the ranking belowMATCH.

The result is the grammar in (100), where there are no longeranking con icts.

14This last point is a departure from Pater (2006, 2008b)x$ek4 for discussion.
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(100) LocAL(O)aon f-MATCH  LOCAL(O)aion

As the learner encounters more nouns with [0] in their nallayle, the con ict
betweenf-MATCH and LocAL(0) will cause more nouns to be associated with one of
the clones of locAL(0). Nouns that takeat will be associated with the higher ranking

clone, and nouns that taken-will be associated with the lower ranking clone.
(101) LOCAL(O)f xalon, makom, g f-MATCH LOCAL(O)f alon, Swon, pag® ..g

Since nouns likeem which don't have [0] in them, are neither preferred nor dis-
preferred by locaL(o), they will not be assigned a W or an L byotcAL(o), and thus
will not be associated with either clone.

Of the nouns with [0] in their nal syllable in Bolozky & Beckg2006), 146 areot-
takers and 377 atien-takers. A speaker who learns all of them will end up with angrear

such as the one in (102)
(102) LocAL(O)ssitems f-MATCH  LOCAL(0)377 items

The grammar in (102) achieves two goals at once: It encodedbdhavior of the
existing nouns of Hebrew by associating them with one of thees of LocAL(0), and
since it has a list oim-takers and a list obt-taker, the grammar lets the learner discover
the proportion obt-takers among the the nouns that have [0] in them. This irdion, in
turn, can be used to project the relative numbensfakers anat-takers onto novel nouns.

Once LocAL(o) is cloned, and each clone is made lexically-speci créhie no longer
a general locaL(o) constraint that can apply to novel items. When faced aithovel
noun that has [0] in its nal syllable, the speaker must decicich clone of locAL(0) to
associate it with, and this decision will be in uenced by thenber of items associated with
each clone. Since 27.9% of the nouns associated with cldries©AL(0) are associated

with its higher ranking clone, the learner will have a chaot27.9% of choosingot.

5This picture is somewhat simpli ed, since the setatftakers with a nal [0] is not homogeneous, as
described irx3.2.
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(103) LocAL(0)7.9% f-MATCH LOCAL(0)72.1%

There is another, perhaps simpler way of projecting thetivelastrength of the two
clones of LocAaL(0) onto novel items. Given a novel item, the speaker candéettiat
the behavior of the novel item mimics the behavior of somegiwvoun, chosen at random
from the lists of nouns associated with the clones oftlaL(0). If such a word is chosen
at random, there is a 27.9% chance of that word being asedandth the higher ranking
clone, thus giving the novel item a 27.9% chance of beingtaaker. Either way, the result
is the same: The relative strength of the trend created bgxisting nouns of the language
is built into the grammar, and then can be projected ontolntares.

The use of markedness constraints in this analysis builts tile grammar only
those generalizations that can be expressed with plausitiersal constraints, such as
constraints on the licensing of [0], which is seen crosgdigtically. The lexicon may
contain further generalizations that cannot be expressddrims of plausible universal
constraints, such as the fact that among the nouns that Imaj@ & their nal syllable,
ot-takers with [i] in their penultimate syllable (e.ginér "tube') are more common than
those with [a] in their penultimate syllable (explon). In the experiment presented in
x3.3, speakers did not project this trend onto novel nourggesting that they have never
learned it. If only root [0]'s are relevant for takingt: it is expected that other vowels
would be ignored. Note that the speaker cannot simply igaogevowel that is in the
penultimate syllable, since having an [0] in the penult isducive to more et.

To summarize, this section presented a mechanism thattslet@onsistent ranking
arguments between lexical items, and resolves the indensig by cloning a constraint.
Once a constraint is cloned, lexical items are associatdddifferent clones, assuring that
they surface as intended. Additionally, the differenceize $etween the lists of associated
lexical items is available to the learner, so that the leacae project the relative strength

of lexical trends onto novel items.
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3.4.3 Learning speci c patterns rst

The previous section took on the analysis of nouns that havie their nal syllable,
showing how speakers can learn that these nouns have twiblgasshaviors ifn-taking
vs. ot-taking), and use constraint cloning to keep track of thensainat behave in each
way. This section shows how the mechanism is applied morergby to nouns that have
[0] not only in their nal syllable, but anywhere in their rao

The analysis offered here has one constraint that prefetaking,f -M ATCH, no matter
what the shape of the noun is. Three constraints prgftaking: *s/HIGH, which affects
nouns of any shape; IBTAL(0), which affects nouns that have [0] anywhere in the stem;
and LocAL(0), which only affects nouns that have [0] in their nal sfiile.

This analysis organizes nouns into three sets: Nouns that[b&in their nal syllable
are the most speci ¢ set, identi ed by@cAL(0); nouns that have [0] in their penult are
found by using DsTAL(0) to identify the set of nouns that have [0] anywhere in tleens
and taking away the nouns with nal [0]; and nally nouns trddn't have an [0] at all are
found by taking all nouns that are affected ly/KHiIGH and removing the nouns that were
found using locaL (o) and DSTAL(0).

This ordering that the analysis imposes on the data meaththkearner has to follow
it in order to discover the generalizations correctly. Ttés be done by ensuring that
LocaL(o) is cloned rst, associating all nouns with a nal [0] wifls clones, and leaving
other nouns unassociated. TherstnL(0) should be cloned, associating the nouns that
have [0] in them that were left over bydcaAL(o). Finally, any nouns that would be left
unassociated would be taken care of BYHIGH.

To ensure that the most speci ¢ constraint is cloned rstsitf ces to choose the
column that has the least number of W's and L's in it, but stdhtains at least one of
each. As seen in (104),dcAL(0) is singled out as the most speci ¢ constraint in the

comparative tableau.
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(104)

LocAL(o) | DisTaL(0) | f-MATCH
a. xalon-6t *xalon-'m w w L
b. alon--m *alon-6t L L w
c. olam-6t *olam-"m w L
d. olar--m *olar-6t L w

Simply cloning LocAL(0), however, is not quite suf cient. As the comparativelésu
in (105) shows, once @CcAL(0) is cloned, LOCAL(0)a0n Can be installed, removing the
rst winner-loser pair from the tableau.
constraints to install, another constraint will be clon&ssuming DSTAL(0) is chosen
for cloning, one of its clones will be associated with thenthat DSTAL(0) assigns a W

to, viz. olam, and the other clone will be associated with the two items$ EnaTAL(0)

assigns a L to, vizalbnandolar.

Since this agailaves the tableau with no

(105)
Loc- Loc-
DistAL(0) | f-MATCH
AL (O)xalon | AL(0O)alon
a. xalon-6t *xalon-'m W W L
b. alon-‘m *alon-6t L L W
c. olam-6t *olam-"m W L
d. olar-m *olar-6t L W
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The problem here is that a single lexical itesgn, is “double-dipping”, i.e. its choice
of —ot is listed with clones of two constraints. The grammar thedeawould make from

(105) is in (106).

(106) LoCAL(O)xaon DISTAL(O)olam f-MATCH

LOCAL(O)alona D|STA|-(0)T alon, olarg

While double-dipping doesn't prevent the learner from &sstully learning the real
nouns of Hebrew, it makes the wrong prediction about spsakeéility to project lexical
statistics onto novel words. If IBTAL(0) has one clone that list#-takers that have a non-
nal [0], and another clone that listsll of theim-takers that have an [0] anywhere in the
root, as in (106), speakers will underestimate the abilitygan- nal [0] to correlate with
the selection of [0]. In the lexicon, 12 out of the 102 nours thave the vowel pattern [a-0]
areot-takers, which makes their likelihood in the lexicon 11.89%€ 76 above). If these 12
ot-takers are weighed against all tim-takers that have an [0] in them, as in (106), their
likelihood in the grammar would only be 5.2%. This goes camntito the observation in
x3.3 that speakers correctly reproduce the relative sthesfgexical trends.

To prevent double-dipping, it is not enough to simply clome most speci ¢ constraint
available. The learner must also ignore (or “mask”) the imatg W's and L's that are
assigned by less-speci ¢ constraints once a more specirtstraint is cloned. This is
shown in (107), where the speaker cloned the most speabcAL(o) and also masked

W's and L's that were assigned to items that are associatt#ttiwe new clones.
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(107)

ALL(EJ));wn Ai‘((;; -Ion DISTAL(0) | f-MATCH
. Xalon-6t *xalon-'m W w L
. alon-'m *alon-6t L L W
. olam-6t *olam-"m W L
. olar-'m *olar-6t L wW

Recall that nding the most speci ¢ constraint to clone wasé by nding the column
that had the smallest number of W's and L's. After the mostspeonstraintis cloned, the
learner searches for constraints that are more generatedeas constraints that assign a
superset of the W's and L's that the cloned constraints assifhe more generaliBTAL(0)
will be found this way, and W's and L's that belong to lexicems that are now associated
with clones of LocAL(0) are masked, or ignored for the purposes of cloning.

The installation of IOCAL(0)xa0n Can be done either before or after the masking of the
general W's and L's from the column of IBTAL(0). Once LOCAL(0)ai0n IS installed, the

rst winner-loser pair can be removed. This leavesTnL(0) as the column with the least
number of W's and L's, and it is cloned. Now, onbyamandolar are correctly associated
with clones of DSTAL(0). The resulting grammar in (108) correctly lists all amdymouns

with [0] in their nal syllable under clones of @caL(0), and all and only nouns with [0]

in this non- nal syllable under clones of IBTAL(0).

(108) LocCAL(O)xaon DISTAL(O)olam f-MATCH

LOCAL(0)aion, DISTAL(O)ojar
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As the speaker learns the rest of the nouns of the languaggrdmmar in (108) will

include an increasing number of lexical items, which in twifi let the speaker project

their relative number onto novel items.

Nouns with no [0] in their stem are listed bgAHIGH once the nouns with [0] are taken

care of. The comparative tableau in (109) shows all thredskaf nouns.

(209)
LocAL(o) | DisTAL(0) | *s/HIGH | f-MATCH
. xalon-0t *xalon-'m wW wW w L
. alon-‘m *alon-6t L L L w
. olam-6t *olam-'m w w L
. olarm *olar-ot L L w
. m-6t *Rd-'m wW L
. &d-'m  *Rd-ot L w

Once LocAL(o) and DsSTAL(0) are cloned, the column osfHIGH will be left with
only one W and one L at the bottom, due to the masking of W's amdh general
constraints. At that point,sYHIGH will be cloned, and its clones will be associated with

nouns that don't have [0] in them. The complete grammar iotieein (110).

(110) LOCAL(O)xalorgy DISTAL(O)olamg  *S/HIGHfgny
f-MATCH

LOCAL(O)f alongs DISTAL(O)t olarg, *S/HIGH; g4
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3.4.4 Vowel harmony and [o]-licensing

The analysis presented here used two constraints to ertfoedé&censing of [0] by a
stressed syllable, locally and at a distance. This appreashinspired by Hayes & Londe
(2006), who nd a similar case of exceptional action at a alse in Hungarian vowel
harmony. This approach, however, is not in line with mostkvon vowel harmony in
Optimality Theory.

More commonly, vowel harmony is enforced by constraints tequire features to be
expressed over several segments, described in terms okagioental spreading or by
some other kind of structure, such as spans (McCarthy 200ddmains (Cassimjee &
Kisseberth 1998). An additional constrainE&R.1ZE, penalizes the expression of a feature
on two non-adjacent segments, skipping a middle segfhé@tssimjee & Kisseberth
1998). The Hebrew case can certainly be described in thosesteas in the following

derivation ofolam-6t (111).

(111) |
|
olamyasc + fiMyasc , Okewd | HARMONY | ReALIZE | f-MATCH
|
|
a. olam-'m *1 :
|
|
b.+ olam-ot * : *
|

The constraint ARMONY states that an [0] must be structurally associated with the
stressed syllable, either by being auto-segmentally tirtkea stressed [0] or by being in
some other kind of structure that includes any [0] and thess&d vowel. The constraint
REALIZE requires that all the elements in the domain of harmony zeahe harmonic

feature, i.e. it penalizes any non-[o] vowels inside thacttire that imposes harmony.

16See below for further discussion of skipping.
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Under this view, three kinds of Hebrew nouns can be diststyed: ot-takers with a

non- nal [o] will require HARMONY

nal [0] only require HARMONY

[0] is adjacent to the stressed syllable. Finally, nouniwit [0] in them at all will only

require */HIGH

REALIZE, f-MATCH as in (111). Nouns with a

f-MATCH, since skipping isn't an issue when the stem

f-MATCH, as in the other analysis. This situation is shown in (112).

(112)
HARMONY | REALIZE | *s/HIGH | f-MATCH
a. xalon-6t *xalon-'m w wW L
b. alon--m *alon-6t L L wW
c. olam-6t *olam-"m w L w L
d. olar--m *olar-6t L wW L w
e. &m-0t *&d-'m w L
f. 2d-'m *d-6t L w

In (112), the most speci ¢ constraint isHRLIZE, and it singles out the nouns that have
a non- nal [0]. This contrasts with bcAL(0), the most speci ¢ constraint in (109), which
singled out the nouns with a nal [0]. To the learner, this wanit matter, since either
con guration allows a separation of the two kinds of nouns.

The more serious challenge in (112) is the mismatch in théepreces between
REALIZE and HARMONY: REALIZE prefersim-taking, while HARMONY prefers ot-
taking. This would prevent the learner from identifyingnRMONY as more general than

REALIZE, who would then fail to prevent double-dipping. In contrdsbcAL(o) and
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DisTAL(0) both preferot-taking, and thus make the identi cation ofi®raL(o) as more
general a rather trivial matter.

If the de nition of speci c-general relationships could lextended to cover cases of
constraints that make opposite choices, then the problewived, and the analysis in this
section can proceed just like the analysis withdAL (o) and DSTAL(0). If this move turns
out to be unwarranted, the solution will have to be foundvetse.

The idea that vowels may be skipped by the harmonic featureriigized by
N" Chiosain & Padgett (2001) and Gafos (1999), among stheho claim that harmony
processes never skip intervening elements. If this is ritpein the long-distance licensing
of [0] in Hebrew cannot be analyzed as a case of vowel harmony.

The auto-segmental and the domain/span-based approddiie$l2) assume that the
harmonizing feature appears once in the output, and it egssavith several segments. An
alternative arises from the discussion of high vowel liceg$n several dialects of Spanish
(Hualde 1989), analyzed by Walker (2006) as a case of agmdmgecorrespondence, i.e.
the licensed feature appears twice in the output, not omekthaus intervening features are

allowed. An analyis in terms of Walker (2006) is given in (113

(113) :

olamyasc + fiMyasc , Oteng LICENSHO) |NTEGRITY: f-MATCH

a. olam-m *|

|
b.+ olam-ot * : *
|

In (113b), the features of the root [0] are pronounced twicee on the root and once
on the suf x. Since these two pronunciations express a singterlying set of features in
two non-contiguous locations in the output, a violation ®TEGRITY is incurred. This

analysis faces the same challenge that faces the analy§idin112): The constraint
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that distinguishes local licensing from distal licensihgTEGRITY, makes the opposite
preferences with respect to the constraint that requicessing, LCENSHO).

Two empirical questions can weigh on the nature of the coamealysis of Hebrew. The

rst question is about the exact pronunciation of the ingrers in words likelam-ot. Is
the [a] that intervenes between the two [0]'s pronouncedigigntly differently from the
[a] in olar-"m, where the root's [0] is unlicensed? If the [a] is not pronoe differently,
that would be evidence against the harmony-based appraadhl(?2).

The second empirical question is about the range of possiiglereners. In the lexicon,
only nouns with the vocalic pattern [0-a] are more condudivet-taking than nouns
without [0] in them. It is not known how often speakers willadse -6t with nouns that
have other interveners, e.g. [0-€], [0-i]. If [0] can be hesed across certain vowels but not
others, this would be a problem for the agreement by corredgrace account (113), which
makes no prediction about the identity of the interveners.

Ultimately, the question is about the actual typology of ebwowel interactions cross-
linguistically, which include vowel harmony and vowel lic#ng. The Hebrew case is a
little different from most known cases, since it does nobiwe the selection of vowels
only, but rather the selection of whole allomorphs that ¢inef active vowels and
inert consonants. | conclude that the place of Hebrew in ypelogy of vowel-vowel
interactions is not suf ciently well known to motivate a egtion of the analysis in terms

of LocAL(0) and DSTAL(0).

3.5 Product-orientedness in an arti cial languagé’
The analysis of Hebrew plural allomorph selection propdsae relies on markedness

constraints. The two allomorphs are available in the uydeglrepresentation of the plural

This work was done in collaboration with Lena Fainleib (TeiAUniversity). We are grateful to Ram
Frost, of the Hebrew University Psychology Department,Hisrgenerous help with various aspects of this
work.
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suf x, and they are allowed to compete in the phonology, whit assumption that choosing
one of the allomorphs does not entail the deletion of therptsiace only one can be
chosen at a time (Mester 1994, Mascar6 1996, Anttila 198d,raany others). Simply
pronouncing one of the allomorphs as it is in the UR, then,rwfaithfulness cost, and
therefore the choice is left to markedness constraints.

Markedness constraints only assess surface forms — in dbgs, ¢he licensing of an
unstressed [0] in the plural stem. These constraints havaconess to the underlying
representation of the root, nor to its pronunciation in timgglar. It follows, then, that
speakers are predicted to prefer the choiceavihre matter whether the singular has an [0]
in it or not.

This prediction cannot be tested with the real words of Hepsace every plural stem
that has an [0] init also has an [0] in the corresponding darggiem. The prediction can be
tested, however, with an arti cial language that is juselidebrew, but allows plural stems
that have [0] in them without a corresponding [0] in the siiaguThis section describes a
pair of such arti cial languages and how Hebrew speakenkththem.

Two languages were taught in this experiment. In both laggsasingulars were
plausible native nouns with an [0] or an [i] in their nal sgble, and in the corresponding
plural forms, [0]'s alternated with [i]'s and vice versa. &lthoice of the plural sufx
agreed with the plural form in the “surface” language anchwite singular form in the
“deep” language (114). Only nal vowels were varied, sinbeyt have the strongest effect

on plural allomorph selection in real Hebrew.
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(114)  «syrface” language “deep” language

asSv aSv-ot &v av-m
ax’s axos-ot ax’s axos-'m
am’g amog-o6t am’g amog-'m
az'x azox-ot az'x azox-'m
ad’c adoc-0t ad’c adoc-'m
agof agif-'m agof agif-ot
apo6z apiz-'m apo6z apiz-6t
acok acik-'m acok acik-o6t
ab&s abiS'm ab&s abiSot
alod alid-'m alod alid-ot

Note that the ten singulars are exactly identical in the tarmlages. The ten plural
stems are also identical, but the choice of plural allomasptiifferent: In the “surface”
language, plural stems with [0] seleabt-and plural stems with [i] selectim. In the
“deep” language, it is not the plural stem, but rather thguliar stem that selectotif it
has [0] and #mif it has [i]. Another way to think about the “deep” languaged say that
plural stems with [0] selectim, and plural stems with [i] seleciot

After participants were trained and tested on one of thedaggs in (114), they were
asked to generate plurals for the twenty nouns in (115). €spanses were rated for their
success in applying the vowel changes and the selectioreqdltinal af x, where success
was de ned as the replacement of a singular [o] with a pluijadifd vice versa, and the

selection of a plural af x according the generalization e relevant language.
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(115) ag'v amov

ap’s ados
ax'g &g
am’x atox
al’c adc
ax’f arof
an'z ahoz
ask abok
af’'S ags
az'd apo6d

3.5.1 Materials

In the experiment, each participant was trained and testedlanguage that contained
10 nouns, where each noun consisted of a random pairing afralssond a concrete object,
like a fruit or a household item. Once trained and testedh gacticipant was asked to
generate plurals for 20 new nouns that they haven't encoethteefore. An additional noun
was used in the beginning of the experiment for demonstratio total, each participant
encountered 31 nouns.

All the pictures of the objects used in the experiment wekertandoors, using daylight,
with a Sony digital camera at 3.2 mega-pixels, then reducet0x300 pixels and saved
as jpg les. The objects were placed on a neutral backgroand positioned so as to make
them as easy as possible to recognize. The objects werenchosk that their names in
actual Hebrew were masculim@-takers. Items that were shown both in singletons and
in pairs included the demonstration item, which was an abi@md the training items,
which were a red onion, a potato, an apple, a persimmon, wistray, an artichoke, an
orange, a green bell pepper, an eggplant, and a cucumbédre piural generation phase,

subjects saw the following items in pairs: pears, lemons)g@ranates, avocados, heads of
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garlic, carrots, loquats, zucchinis, melons, dried apsicancooked steaks, beets, coconuts,
prickly pears, jars of instant coffee, knives, mobile phgnpower splitters, computer
mouses, and bottles of olive oil. All of these were con rmegddeveral Israeli speakers
of Hebrew to be easy to recognize and name.

The auditory materials included the singulars and plurdélshe training materials
shown in (114), the demonstration item, which wadin  axun-m, and the plural
generation items in (115). These were recorded by a maleenatieaker in a sound-
attenuated booth onto a Macintosh computer at 44100 Hzg usildacity. One wav le
was created for each singular form, using Praat (Boersma &nli& 2008). For each
plural form, an additional le was created, which startedhwthe singular, followed by .5
seconds of silence, followed by the singular again, anatheeconds of silence, and then
the plural form. All les were then converted to .mp3 formaging theLAME encoder,

version 3.97 (from http://www.mp3dev.org/).

3.5.2 Methods

The experiment was conducted on a web-based interfacey Bgiefox. Participants
sat in a quiet room and wore headphones with a built-in mivooe. They were recorded
during the whole length of the experiment using Audacity asirgle channel at 44,100
Hz. At the end of the experiment, the recording was saved aspah le using theLAME
encoder.

Each participant was randomly assigned to either the “safflanguage or the “deep”
language. Then, the training materials were generatedridoraly combining the sounds
from the relevant part of (114) with the ten training objedescribed above, to create
10 nouns that pair sound and meaning. Additionally, the twenunds from (115) were
randomly combined with the twenty plural generation iterasattibed above, to create 20
nouns. The plural generation nouns were divided into twaugsp each containing ve

nouns with [i] and ve with [0].
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Participants were told that they would learn a made-up lagguhat is a new kind of
Hebrew, and that it is written in Hebrew letters and pron@ahwith an Israeli accent. They
were asked to memorize the words of the new language and guite out the regularity?®
of the language.

The experiment was conducted as follows: training andngstin singulars (two
rounds), training and testing on singulars and plurale@hounds), plural generation for
ten new nouns, testing on the singulars and plurals fromrdiring phase, and plural
generation for 10 additional new nouns. These phases acalss more fully below.

Training started with singulars only: A picture of an objests displayed on the screen,
and a sentence below it introduced the object as a mascuune by displaying the text

in (116).

(116) Here's a nicgasc

hine nexmagasc

In parallel, the name of the object was played. The partitipeessed a key to go to the
next item. All 10 items were thus introduced in a random qgrded then introduced again
in a new random order. After each item was introduced twiegtigpants were tested on

them. A picture of an item was displayed, along with the ungions in (117).

(117) Say in aclear voice, “this is a nigec ", or “l don't remember”

imru be-kol ram ve-barur, “ze nexmag,sc”’, 0 “ani lo zoxer/et”

The whole procedure of training and testing was then rege&tete that at this point,
all participants were trained on the same materials, régssaf whether they were going
to learn the “surface” language or the “deep” language.

After two rounds of training and testing on singulars, plsiveere introduced. A picture

of a pair of objects, e.g. two apples, was displayed, withekein (118).

¥The Hebrew word used wasukiyit, which depending on context, can mean ‘legality’, “well-
formedness', ‘regularity’, “pattern’, etc.
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(118) Here's ongasc on the right and ongsc on the left.
Together, these are tygQsc NiCeyasc
hine exad,,sc mi-yamin ve exag,asc mi-smol.

beyaxad, eléheyasc nexmadinasc.

In parallel, the singular was played twice, followed by theral. All 10 items were
thus introduced in the singular and plural in a random orai®d, then introduced again in a
new random order. After each item was introduced twice j@pents were tested on them.

A picture of a pair of items was displayed, along with thernuastions in (119).

(119) Say in a clear voice, “here there's Qpe on the right and ongsc
on the left, and together these are HwQ NiCeasc
imru be-kol ram ve-barur, “y&po exad,asc mi-yamin ve

exadasc mi-smol, vebeyaxad elieyyasc nexmadimyasc”.

The whole procedure of training and testing was repeatedrtare times, for a total of
three rounds.

After the training and testing were over, participants wasked to generate plurals in
the arti cial language for nouns that they hadn't seen befon two rounds. In the rst
round, ve nouns with [0] and ve with [i] were randomly selted from (115) and paired
with meanings. A picture of one such noun was displayed vh¢hinstructions in (120),

and in parallel, the noun's name was played twice.

(120) Here's ongasc on the right and ongsc on the left. And what
are they together? Say in a clear voice, “here's,aae on the right and
ONByasc on the left, and together these are jaQ Niceyasc

Complete the sentence in a way that seems to you to be mostatibtepwith the
new kind of Hebrew you learned today.
hine exadasc Mmi-yamin ve exadasc mi-smol. ve ma herhey

ele beyaxad? imru be-kol ram ve-barur Spo exad,asc Mmi-yamin ve
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exad;asc mi-smol, vebeyaxad el&eyyasc nexmadinyasc”.
ha3imu et ha-mfpat be-cura®-tilama laxem haxi matima la-ivrit ha-xa@as-

lamadetem.

After the rst round of plural generation, the ten nouns thpéakers were trained and
tested on appeared for another round of testing (no feedlaslgiven at this point). This
was done to make the participants mentally review the nadtibiey learned, reconsider any
potentially unfruitful strategies, and hopefully make text round of plural generation
more consistent with the arti cial language. After this nabof testing, the second and
last round of plural generation included the remaining teans from (115), following the

same procedure as in the rst round of plural generation.

3.5.3 Participants

Data from a total of 60 participants was used in this studyst2tients at the Hebrew
University and 39 students at the Tel Aviv University. All kgeborn in Israel and were
native speakers of Hebrew, without any self-reported hgaor vision dif culties. There
were 24 males and 36 females, average age 23.4, age rang@°L8F@r their time and
effort, participants were either paid 20 shekels (aroun8&)$r given course credit.

Four additional participants were excluded: One partiipaisunderstood the task,
and most of the time supplied the names of objects in actulatddeinstead of their names
in the arti cial language. Another participant failed torcectly repeat several of the names
for novel items she had just heard, and performed badly owntter tasks, suggesting an
unreported disorder of hearing or cognition. Two otheripgrants were excluded because

they did not produce any response for several items in thalgyeneration rounds.

91n pilots, participants over 30 were largely unable to perfoninimal memorization, so 29 was chosen
as a cut-off age for the current experiment.
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3.5.4 Transcription and encoding

For each patrticipant, two sections of the recording wemestrabed: the testing rounds
for the singulars, and the plural generations rounds. Therdengs were matched up
with the intended responses as they appeared on the segyemid written using a broad
phonetic transcription.

For the testing rounds on the singulars, each response wes giscore. A perfect
score of 1 was given for a perfect recall of the expected foRecalls with spirantized
labials were also accepted, iavoSfor abaSor afozfor apozwere also given a score of 1.
Pronunciations with an initial [h] (e.dvabds for aboS) were also considered perfect and
given a score of 1. Such pronunciations were considered tathen the normal range of
variation in Hebrew, and compatible with perfect memor@at A score of .5 was given
to any response that deviated from the expected form mithyriad. one feature on one
segmentdmik for amigor apuzfor apo2? or by transposition of two consonantss{x for
axis). A score of 0 was given to lack of recall or to any form thatidézd from the expected
form by more than one feature. This creatad@morizatiorscore for each participant, on
a scale of 0-20, quantifying their ability to correctly réc¢he singulars of the arti cial
languages. Since the singulars in both languages werehe sae memorization score is
useful for controlling for any differences between the twoups.

The rounds of plural generation were broadly transcribed, the plural forms were
coded for their stem vowels and choice of plural af x. Mosteakers produced full
sentences, as indicated in (120), and a few just providesitigellar and the plural without
a frame sentence. No participant gave just plural formsouthiepeating the singulars.
All participants repeated the singular forms they hearemsslly perfectly, so no coding
of the singulars was necessary. Speakers also had no trethleeproducing the two
consonants of the singular in the plural form, so no codinthaef aspect was necessary
either. Occasional initial [h]'s or the substitution of fef [a] in the initial syllable biabok-

ot or ebok-otfor the expecte@dbok-0) were considered to be within the normal range of
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variation for Hebrew, and were not taken to be errors. On ¢aah a successful vowel
mapping was de ned as a production of an [0] in the singulat am[i] in the plural stem,
or vice vers®. A successful plural allomorph selection was de ned as dra¢ mmatches
the intended generalization in the language the partitipas taught, e.g.et for plurals
stems with [0] in the “surface” language. A trial was cateped as successful if it had
a successful vowel mapping and a successful choice of pdfisal With 20 trials each,

participants were assignedjaneralizatiorscore on a scale of 0-20.

3.5.5 Results

As expected, the “surface” language participants gerze@dlhe intended pattern better
than the “deep” language participants. The table in (12byshthe proportion of trials
where participants successfully changed a singular [o]i]tarid vice versa, and also
selected the plural af x as expected in the language thegwasked to learn. The “surface”
group was equally successful in both conditions, whereasdbep” group was worse at

the change from singular [i] to plural [0] than at the change[0] to [i].

(121) “Surface” language “Deep” language difference
[o] ! i 55% 42% 13%
! [o] 54% 34% 20%
Total 54% 38% 16%

This section presents four aspects of the experimentalisega) The participants in
the “surface” language were more successful than the paatits in the “deep” language,
with a particular disadvantage for the “deep” group in tharge from [i] to [0], shown
in x3.5.5.1, (b) The two groups did not have signi cantly difat memorization scores,

and these scores correlate with the generalization scotgsrothe “deep” group, shown

20The term “success” is used here in its statistical sensehikijudgement neutral, and simply refers to
one of two possible outcomes in a binomial experiment. Is $einse, a heart-attack can also be de ned as a
success.
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in x3.5.5.2, (c) Speakers were biased towards usimg proving that they were in uenced
by real Hebrew in the experiment, shownx.5.5.3, and (d) Misperception of the stimuli
was marginal in both groups, and cannot account for the dasdedge of the “deep” group,

shown inx3.5.5.4.

3.5.5.1 Generalization differences between the groups

The “surface” language participants were on average mareessful than the “deep”
language participants at changing stem vowels from [i] i@fal vice versa (54% vs. 38%
of the trials). Given a successful stem vowel change, thedsa” language participants
were better at selecting the appropriate plural af x (99%92%), as seen in (122). The
“surface” language participants performed both of the iregvowel changes equally well,

whereas the “deep” language participants were less sudatasshanging [i] to [o] than

[o] to [i].
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A by-subject analysis shows that the generalization sdorethe “surface” language
participants i = 30, M = 10.9) were on average higher than the scores for the “deep”
language participantsa(= 30, M = 7.7). The generalization scores were bi-modally
distributed in both groups, as seen in (123), with 78% of {heakers scoring either 0-5

or 18-20. In other words, most participants either did vesgrty or very well, with only
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a few participants in the middle. The “surface” group is etéerized by a large number
of participants at the higher end of the scale, while thei@gpents in the “deep” group are

more heavily concentrated at the low end.
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Since statistical tests that assume a normal distribusiodh as the t-test, are out, the
data was transformed using a cut-off point. Participants gdored above the cut-off point
were given a score of 1, and the others were given a score oh@.transformed results
were compared with Fisher's exact test. At a cut-off poiniL@f the difference between
the groups is signi cant (odds ratio 3.7365= .047). The choice of 17 for the cut-off point
comes from the distribution of the generalization scorethen“surface” group, where no
participant scored in the 13—-17 range, inclusive, sugggshiat a score of 18 or above is
the minimum for being considered a good generalizer.

The by-item analysis also shows a signi cant differencehi@ performance of the two
groups. The chart in (124) shows the number of participarts successfully changed
a stem vowel [i] in the singular to [0] in the plural and vicers& for each item, and
the number of participants who successfully changed tha stavel and also chose the
expected plural af x for the language they learned. Theadéhces between the groups are

signi cant both for the stem vowel change only (paired tte¢§19) = 7.36,p < .001) and
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for the combined stem vowel change and af x selection (mhtréest: t(19) = 9.25,p <
.001).

The chart in (124) also shows that given a successful sterehavange, the “surface”
language participants almost always selected the expatiea@s evidenced by the almost
complete overlap of the two black lines (paired t-t¢§19) = 1.83,p > .05). The “deep”
language participants, however, often changed the sterehgwcessfully, but then failed
to choose the expected af x, as evidence by the two distirey ines (paired t-test(19)

=6.19,p < .001).

(124) The number of participants who correctly changed stewels and chose appro-

priate plural suf xes, by item
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A nal thing to note about (124) is that the performance of tlsairface” group
participants is equally good on the items that require thengke of [i] to [0] and those
that require the change of [0] to [i}(L7.67)= .268,p > .1), whereas the “deep” group
participants performed more poorly on the items that reglihe change of [i] to [0]
(t(17.17)= 4.430,p < .001).

The experimental results were analyzed with a mixed-efflegistic regression model

in R (R Development Core Team 2007) using theer function of theLME4 package,
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with participantanditemas random effect variables. For each trial, the dependaatyi
variabletotal successvas given a value of 1 for a successful change of stem vowel and
a choice of the expected plural af x, and 0 otherwise. Thedmter of interest was the
unordered two-level factgparticipant groupwith the “surface” group as a base-line. In

a simple model that haplarticipant groupas its only predictorparticipant groupdid not
reach signi cance. Adding another unordered two-levetdacsingular vowel with [i] as

the baseline, and the group-vowel interaction factor, show(125), made a signi cant

improvement to the model, as determined by an ANOVA modelgamson ¢2(1) < .01).

(125) Estimate SE z p
(Intercept) 0.761 0.723 1.054 0.292
group 1.859 1.010 1.843 0.065
vowel 0.091 0.286 0.317 0.752
group:vowel 0.658 0.374 1.760 0.078

In (125),participant grouphas a negative coef cient, meaning that being in the “deep”
group was negatively correlated with successful stem vahahge and af x selection.
This effect, however, only approached the standard .05 sagite level. Additionally, the
interaction effect has a positive coef cient, meaning timathe “deep” group, the singular
vowel [i] correlated with better success than the singutavel [0], but this trend also only
approached signi cance. The model stays essentially urgd when validated with the
pvals.fndunction from thdanguageRpackage (Baayen 2008). The rather modest p-values
of this model are clearly due to the bi-modal distributiortlad participants' performance,
as seenin (123), and evidenced in (125) by the large staedandof theparticipant group
factor.

One way to bring thearticipant groupvariable into signi cance is to separate each
participant's responses to the [i] items and the [0] itensseatially nesting participants

under vowels. This allows for thparticipant groupeffect to emerge by eliminating
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the ability to observe any vowel effect. The new model, in6)l2hasitem and
vowel:participantas random effect variables amérticipant groupas a xed variable.
In this model, being in the “deep” group is signi cantly lesenducive to success than

being in the “surface” group. The model stays essentialghanged when validated with

pvals.fnc

(126) Estimate SE z p
(Intercept) 0.759 0.567 1.337 0.181
group 1.880 0.794 2.369 0.018

To summarize, the participants in the two groups behavefkrdiitly, with the
“surface” language participants performing better tham “theep” language participants.
Additionally, the “deep” language participants were lesscessful at changing singular
[i] to [0] than vice versa. Statistical modeling of the dié@ce between the groups with a
logistic regression proved challenging, no doubt due tdthmodal distribution of the data.
While all the effects in the model in (125) were in the rightedition, they only approached
the .05 signi cance level. Finding a model that brings o@t diifference between the groups

below the .05 level, as in (126), was done at the price of eliting the vowel effect.

3.5.5.2 No memoarization differences between the groups

Since the differences between the two languages are seetwavdisjoint groups of
people, it could be argued that the participants who leathed'surface” language just
happened to be more alert or motivated. While participardsevassigned to the two
languages randomly to prevent such an effect, their meowiz scores can also show
that there were no clear differences between the groupssmespect.

The two groups can be compared on their ability to memorieesthgular nouns in
the initial part of the experiment, since participants irthbgroups performed the same
task in that stage. As seen in (127), speakers' scores on é¢n@onization task are quite

similar in both groups (“surface'h = 30,M = 9.12,SD = 4.23; “deep™:n = 30,M =
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8.48,SD = 3.74). The scores are approximately normally distributetbath group$,
and a t-test reveals that they are not signi cantly différ@(b7.14) = .61p > .1). We can
safely conclude that there are no signi cant differencesvieen the groups in the ability to
memorize items (and by extension, in their general alesta@sl cognitive abilities), and
that any differences between the groups in their genetalizabilities, as seen in (123),

mean that the two languages differ in their level of dif qult
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Interestingly, the correlation between the participanégsmarization scores and gener-
alization scores is different in the two groups. In the clartl28), “surface” language
participants are marked with “s” and a black regression, lened the “deep” language
participants are marked with “d” and a gray regression liAdittle noise was added to

reduce overlap between points.

2IA Shapiro-Wilk normality test on each group reveals that“teface” group is marginally normally
distributed (Vv = .92,p = .038), and the “deep” group is solidly normally distribdi@v =.98,p > .1).
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For each group, a linear model was made using dlgefunction in R, with the
generalization scores as a dependent variable and the rnzewoT scores as a predictor. In
the “surface” group, the generalization scores could ngirbdicted from the memorization
score R? = .075, sequential ANOVAF (1,28)= 6.49,p > .1), but in the “deep” group,
the correlation was signi canR? = .188, sequential ANOVAE (1,28)= 2.32,p < .05).

This difference between the groups is not surprising. Thefése” language was
predicted to be easy to learn, and indeed whether speakeesléarned the language
successfully or not had little to do with their relative atess. The “deep” language was

hard to learn, and participants had to pay attention to lg@auccessfully.

3.5.5.3 Bias towards #n
There is good reason to believe that participants in thigexgent were in uenced by

their knowledge of real Hebrew in dealing with the two artatlanguages.
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The experimental stimuli were balanced betwpén] and[-ot], and indeed in order to
get a perfect generalization score of 20, participants bahdosg-im] exactly 10 times,
and thus show no preference fem] over[-ot].

However, the words of the arti cial languages were presgrde masculine nouns,
as indicated by the adjectives and numerals that agreedtkethn in the various frame
sentences. Since masculine nouns in real Hebrew are hdasged toward$-im], the
in uence of real Hebrew would bias speakers towgris].

Indeed, the good generalizers (i.e. those who scored 18lamephave their choices
of [-im] concentrated at 10, while the bad generalizers (i.e. thasesgored 17 or less)

have their choices dfim] concentrated above 10, as seen in (129).
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The number of-im] choices for the good generalizers was not signi cantlyetiit
from 10 (h = 18, M = 9.83, Wilcoxon test with = 10,V < 100,p > .1). The bad
generalizers chose the masculjnen] signi cantly more often than the feminingot],
showing that they treated the new words as masculine Heboaws) and extended the
preference fof-im] from real Hebrew to the arti cial nounsi(= 42,M = 11.64, Wilcoxon
testwith =10,V > 670,p < .01). The choice of-im] comes out as signi cantly greater
than 10 even when all participants are included(60,M = 11.10, Wilcoxon test with

=10,V > 1200,p < .05).
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3.5.5.4 Errors and vowel perception

Speakers who failed to change stem vowels correctly froto [i] or vice versa usually
left the stem vowel unchanged. The distribution of trialshwinchanged stem vowels is
shown in (130), where each column indicates the number gioreses with #n and the

number of responses witlotfor each unchanged stem vowel.

(130) 180

150

120

Mot
Clim

90 -

trials

60

30 +— .

[ 0 i 0

surface deep

Mirroring the nding in (122) above, the “surface” group isen to be more successful,
with only 43% of the trials leaving the stem vowel unchangsampared to 55% of the
trials in the “deep” group. Again, the “surface” group is atiy successful with either
stem vowel, but the “deep” group leaves more [i]'s than [ofschanged.

It is instructive that the vast majority of unsuccessfulsj in both groups, leaves the
stem vowel unchanged (94% and 95% of the unsuccessful, tiiathe “surface” group
and “deep” group, respectively). This means that speakadsvirtually no dif culty in
perceiving the stem vowels correctly in the singular andhi@ plural, leading them to
choose either [i] or [0] in the plural stem, but no other vowel

In 34 trials (2.8% of the total number of trials), speakerslea spurious vowel change,
i.e. the speakers realized that some vowel change must lieggut didn't change an [i]
to [0] or vice versa. At this rate, these are no more than exytal noise. Of the 60

participants, only 12 made spurious vowel changes (six feach group), and only six
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participants made a spurious vowel change in more than @i€three from each group).
The most common spurious changes were to [u], which is theel/that [0] is must likely
to be misperceived as, with 12 trials changing [i] to [u] anwidls changing [o] to [u], for

a total of 19 trials, or a mere 1.6% of the total number of $rial

3.5.5.5 Summary of the experimental results

In conclusion, we see that Hebrew speakers responded towihdahguages in
very different ways: The “surface” language was signi dgnéasier to generalize.
Generalization scores in both languages were bi-modadiiriduted, with speakers who
were good generalizers and speakers who were bad genesali&esigni cantly larger
proportion of the speakers of the “surface” language weoslggeneralizers relative to the
speakers of the “deep” language.

Speakers of the “surface” language were equally successt@illanging [i] to [o] and
[0] to [i], while the “deep” language speakers were less sasful with the [i] to [0] change
relative to the [0] to [i] change. In both groups, speakems@ged stem vowels correctly
in the vast majority of the time, as evidenced by the small lInemof trials with spurious
vowel changes. The in uence of real Hebrew on the arti ciahfjuages was seen in the

bias that speakers had towards selectiopiof].

3.6 Discussion and analysis

The experimental results show that in selecting pluralnatigohs in Hebrew, speakers
make their decisions based on the surface form of plural sionot based on their
underlying form or their singular form. This section shoves\the greater success of the
“surface” language participants follows naturally frone t@ptimality Theoretic analysis |

offered for Hebrew inx3.4.
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3.6.1 The role of Universal Grammar in learning alternations

The patrticipants in both languages had to learn the same émovowel mappings,
from [o] to [i] and vice versa, with the difference being omtythe selection of the plural
af x that accompanies the change. Without a proper theorgfaf selection, it might be
surprising that a difference in af x selection between twoduages is causing a difference
in the ability to perform stem vowel changes between the amgliages.

In the “surface” language, the introduction of an [0] into larpl stem was always
accompanied by the selection ait-so no violations of bCcAL(0) were introduced. Nouns
with [0] in the singular were expected to change it to [i] andselect +m, in which case
leaving the singular [0] intact would have created a violatof LOCAL(0). Thus, in the
“surface” language, ©caL(o) allows the smooth alternation of [i] with [0] due to the
selection of -et, and encourages the alternations of [0] to [i] with the sid&cof —im. The
plurals in the “surface” language never violatet¢aL (o), making the changes from [i] to
[0] and from [0] to [i] equally good from the markedness pahview, and indeed speakers
were equally successful with both changes.

In the “deep” language, the introduction of an [0] in a pluse@m was accompanied
by the selection of i, thus introducing a violation of @caL(o). Singular [0]'s were
expected to change to [i], thus eliminating the potential doviolation of LOCAL(0).
Thus, in the “deep” language, only plurals that change [i[dpintroduce a violation
of LocAL(0), and indeed speakers were less successful in changitay[f] relative to
changing [o] to [i].

Under my analysis of Hebrew, then, the greater success dfstiréace” speakers at
vowel alternations in the stem follows naturally from thetdbution of the plural af xes in
the two language. Choosin@tis compatible with changing a stem vowel to [0] and with
retaining a singular [0], while chooingm is compatible with neither retaining a singular

[0] nor with introducing a plural [o].
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As for nding a constraint ranking for the two languages, gatn emerges that the
“surface” language is easier to analyze, and is thus exgeotde easier to learn: In
the “surface” language, nouns that have an [0] in their plstam always selectot, so
LocAL(o) can be uniformly ranked ovérM ATCH. Nouns that have [i] in their plural stem
always selectin, which is compatible with a uniform ranking &M ATCH over *s/HIGH.
Under this view, the “surface” language is just a simplerr@rextreme expression of actual
Hebrew. The single constraint ranking in (131) can be swfulg used to provide the

correct choice of plural af x for the “surface” language.
(131) LocAL(o) f-MATCH *s/HIGH

In the “deep” language, speakers cannot nd a single comstr@nking for the language
that uses the markedness constraints that are active inlured pllomorph selection of
actual Hebrew. Since nouns with [i] in their plural stems @& take ot, a speaker
could rank s/HIGH overf-MATCH, but that would entail selection obtfor all nouns,
contrary to overt evidence. Nouns with [0] in their pluratrsis always takeim in the
“deep” language, which would imply rankinigMATCH over LOCAL(0). This ranking
leaves locAL(o) completely inactive in the arti cial language, and dttites all of theot-
selection of the language ta *HIGH, contrary to the situation in real Hebrew, where most
ot-selection is due to @cAL(0). Finding a grammar for the “deep” language would require
constraint cloning, as shown in (132). The nouns that haveosvk plural will be divided

between the two clones offHIGH.

(132) *s/H IGH; adv, axis, amig, azix, adg f-MATCH *s/H IGHs agof, apoz, acok, alpalodys

LocAL(0)

While the grammar in (132) allows the participant to corgeselect a plural af x once
they have heard the correct plural form, it does not allowrthe generalize correctly to
forms that were only given in the singular. While the nounthvi] and the nouns with

[0] are neatly divided between the clones affHIGH, they are listed under a constraint

133



that is indifferent to the vowel of the stem, and hence thet akevision cannot be reliably
extended to novel items.

Another possibility that might be available to the partasips in the “deep” language
is to use the OCP (Obligatory Contour Principle, Goldsmi#7d) to choose the plural
allomorph that has a vowel that is not identical to the lastelof the root. An OCP effect
on vowels is observed in actual Hebrew, where the combinatiadwo [0]'s inside a root
is quite rare, and the combination of two [i]'s is even rar&xtending the effect of the
OCP from roots to whole words would give the participant grgrammar to derive the
“deep” language. Using the OCP this way still makes the “tésapguage more different
from actual Hebrew than the “surface” language: In the ‘acef language, OCP is only
active inside roots, like real Hebrew, while the in “deepidaage, the OCP needs to apply
across morpheme boundaries, unlike real Hebrew. Even WiIOCP, then, the “deep”

language is predicted to be harder to learn than the “surfanguage.

3.6.2 Stem changes and allomorph selection

A question remains about the mechanism(s) that particsdzante used to apply vowel
changes to the noun stems. Vowel changes in paradigmasitores are ubiquitous in
Hebrew. In making verbs and deverbal nouns, speakers ofiedne able to impose vowel
mappings on words regardless of the words' input vowels.gxample, the loanworklip
“loop' can give rise to the verlplép "to loop’, with nothing left of the input's [u]. For
an OT-based account of Hebrew vowel changes in verbs, sesghldss(2000). In nouns,
however, it's less clear that Hebrew allows arbitrary voalenges.

The most common vowel change in nouns involves an altemmaedween [e] and [a],
as inmélex mebx'm ‘king'. Other vowel alternations are much less common, sagh
the change from [0] to [u] or from [0] to [a], as in (91) abovdl Yowel changes, then, are
limited to plausible phonologically-driven changes, witid vowels either rising to their

corresponding high vowels or lowering to [a], both of whicdnde construed as vowel
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reduction. Excluding the changes that go from various vew@l[a], no nouns involve a
change of vowel backness or vowel rounding.

In the arti cial languages, vowel changes involve backnasd rounding that don't
map onto [a], and thus represent a qualitative departune feal Hebrew. Since seemingly
arbitrary vowel mappings are allowed in verbs, howeverrehsg reason to believe that
speakers did not go outside their grammatical system ta lda mappings, but only
outside their nominal system.

Another perspective on the difference between the two@di languages is offered by
the phonological cycle (Chomsky & Halle 1968; Kiparsky 2R0® the theory allows the
vowel change to apply independently of the addition of theglaf x, then the “surface”
language applies the vowel change rst and then choosesltinal @f x to go with the
changed vowel, while the “deep” language selects the phfral rst, and then changes
the stem vowel. The “deep” language, under this view, rentlee effect of lOCAL(0)
opaque, since the vowels it operates over are no longer iautiace representation. In a
version of Optimality Theory where morphological and phlogacal operations apply one
at a time, as in Wolf (2008b), both languages respentAL(0), but the “deep” language
does so opaquely. Are opaque languages inherently moreuttito learn than transparent
languages? The answer to that is not known. Most known cdsgsagity in the world
languages, if not all, are historically innovative, suggesthat even if speakers might be
biased against opacity, this bias can certainly be overcéwéditionally, children innovate
opaque interactions that don't exist in the adult langu&gg'te learning (Jesney 2007). If
the only difference between the two arti cial languageshie transparency of the pattern,
it's not clear that the difference in dif culty that partjgants had is predicted.

There is reason to believe, however, that Hebrew speakarkiwot allow the vowel
change to apply independently of the af x selection. Sencafly, the vowel changes
and plural af xes were associated with a single unit of magnnamely, plurality. Even

if a single morpheme is expressed in two different ways, hesd to see how the two
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changes could apply in two different levels of the cycle. tRemmore, vowel changes
alone never mark plurality in actual Hebrew. Each and evemapnoun in real Hebrew is
marked with either im or —ot, regardless of any vowel change. This is different from the
situation in Arabic, where vowel changes in the stem and a@mmated plural suf xes are
in complementary distribution, and each mark pluralityssepely?.

If it is agreed that both the vowel change and the plural aglestion must happen at
the same level in the cycle, then the theory of allomorphcsiele in Paster (2006) makes
the peculiar prediction that it's the “deep” language thatid be the more natural one for
speakers. In this theory, allomorph selection is only alldwo refer to the shape that a
stem has in the input to the current level in the cycle. In thep” langage, then, the plural
allomorphs harmonize with the vowel of the singular, whilghe “surface” language, the

plural allomorphs are chosen to go against the phonoldgipegferred pattern.

3.6.3 The limited role of phonotactics

My analysis of the experimental results relies on the agtiaf two markedness
constraints that are quite speci ¢ and typologically-sogied: LOCAL(0), which penalizes
unstressed [0]'s unless followed by a stressed [0], altHfGH, which penalizes stressed
high vowels. My analysis predicts that the “surface” larggiavould be easier to learn
than the “deep” language. One could argue, however, thairdference for the “surface”
language could also be stated in much more general termsj@pke re ection of Hebrew
phonotactics. In this section | show that a simple projecitdd Hebrew phonotactics
predicts that the “surface” language is actually harden tha “deep” language.

Looking at the attested vowel combinations in the singutamf of Hebrew shows

a preference for non-identical vowels. The table in (133wshcounts from Bolozky &

22|In Arabic paradigms likevazir  wuzaraP ‘minister’, it is plausible thata:Pis a suf x, but it never
marks the plural on its own; it always accompanies a vowehgbahat marks the plural. In contrast, the
plural suf xes-u:naand-ai, as inkatib  katib-u:na writer', always mark the plural on their own, and are
never accompanied by a vowel change.
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Becker (2006) for all singular native nouns that containrélevant vowel sequences and
counts for native masculine di-syllbic nouns only. Both misushow that disharmonic

vowel sequences are more frequent than harmonic ones.

(133)  vowel combination All singulars Di-syllabic masculines

i-0 286 107
0-i 132 8
I-i 126 2
0-0 21 8

Perhaps counts of vowel combinations in plural nouns aremedevant for comparing
preferences that speakers make in the plurals of the atilahguages. The table in (134)

gives the counts for plurals by the nal vowel of their stempken down by gender.

(134) Stem-af x combination Masculine Feminine Total

...1-ot 6 1070 1076
...0-im 527 5 532
cd-im 437 7 444
...0-0t 147 178 325

The totals in (134) again show a preference for disharmoowel sequences over
harmonic ones, so if speakers are thought to select plufalesubased on phonotactic
considerations, the “deep” language is predicted to beee#fsan the “surface” language,
contrary to fact. Even considering the masculine nounsealoakes the same wrong
prediction: Sincg-im] is the most frequently used af x with either stem vowel, papants
would be predicted to prefer the selection[ein] after any stem vowel, whereas in fact,

speaker preferredim] only with a stem [i].
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The experimental results cannot be reduced, then, to a nmefergnce for frequent
vowel patterns, since speakers actively prefer patteatstie less frequent phonotactically.
In my interpretation of the results, speakers analyze theial languages in terms of
constraints that are active in real Hebrew. A simple pragacof the phonotactics of real
Hebrew onto the arti cial languages, without the mediatida grammar, makes the wrong

prediction.

3.6.4 Learning alternations without Universal Grammar

The two languages taught in this experiment were formallyadly complex. The
singulars and the plural stems were identical in both, aedctioice of plural suf x was
completely predictable from the shape of either the sirgstiem or the plural stem. A
learner who uses a simple information-theortic approaculsh nd the two languages
equally hard to learn, unlike the human subjects, who foura “surface” language
signi cantly easier.

The results are challenging for a source-oriented modelhainplogy, such as the
Minimal Generalization Learner (MGL, Albright & Hayes 2003 In the MGL, the
selection of the af xes is relativized to observed changetsvieen paradigmatically related
forms. In the case of Hebrew, the MGL would identify two chasiggoing from nothing to
[im] and going from nothing to [ot]. These changes competétfe real words of Hebrew,
so the addition of [im] would mis- re with arot-taker, and vice versa. This is why each
change is associated with a success rate, which is the nwhiserds it derives correctly
divided by the number of words it can apply to. SimplifyinggtMGL results greatly, its

analysis of Hebrew is seen in (13%) The addition of [im] at the end of the word has a

23The actual output of the MGL contains hundreds of rules, agdires some interpretation. For instance,
the MGL rules don't abstract over the root- nal consonaritsctly, as shown simplistically in (135). Rather,
the MGL creates rules that refer to each individual segmaemd, then gradually abstracts from them using
natural classes. The picture in (135) also abstracts away éases of vowel deletion, which cause the MGL
to identify a change that is wider than the simple additiofirof or [ot]: For example, inzardv ~ znawbt
“tail', the change is from [anav] to [navot], and the sufat] is not analyzed separately from the deletion of
the root vowel.

138



high success rate, since most masculine nounsratakers. The addition of [ot] at the end
of just any word would have a low success rate, but the adddigot] to a word that ends

in [0] followed by a consonant would have a reasonably higitess rate.

(135)  change environment success rate
@1 [im] /] # 97%
@ [of] I # 3%
@! [of] /JoC__# 30%

The MGL result is impressive in that it manages to extracttaofegeneralizations
from the rather complex raw data: It identi es the suf xeg)dait identi es the kind of
nouns that take them. In this model, however, the simildm@iveen the suf xes and their
environment is accidental: It learns nothing about voweihtany, and could equally well
learn a language, Hebréwvhere choosinget is correlated with any other phonological
property of the root.

When the MGL is applied to the two arti cal languages, it itiees two changes in
each language, as shown in (136). The two changes have assuateof 100% in the two
languages, since the plural allomorph selection is corajyleegular. Crucially, these four
changes are not attested in real Hebrew at all, so the twautges are equally different
from real Hebrew, and are thus predicted to be equally easqoally hard for native
speakers. Due to the vowel change in the stem, the MGL camgeiseparate the suf xes

[im] and [ot] from the stem.

(136)  “surface” language “deep” language
oC! [iCim] oC! [iC ot
iIC! [oCot] IC! [oCim]

Albright & Hayes (2003) recognized this aspect of the MGL s treatment of the

vowel changes in the English past tense. English speakerthas/owel [0] (as irdrove
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rode) to form the past tense of novel verbs, regardless of the Mowvibe present tense. In
real English, only the four vowell, el, i:, u:] change to [0] in the pa&t but speakers
identify [0] as a good marker of the past tense with littleaiebfor what the present tense
vowel is, and extend the use of [0] to unattested vowel maysp{while still preferring
mappings that resemble existing mappings). Albright & Ha{2003) point out that a
model of human behavior must include the ability to stateegalizations about derived
forms separately from the bases they are derived from. inclaat the use of markedness

constraints, as proposed here, is suitable for doing jast th

3.6.5 The role of the grammar of real Hebrew

The participants' responses in the experiment make it thedithey identi ed the plural
af xes of the arti cial language with the plural af xes of @&gal Hebrew. All the plural
forms that participants produced contained a well-formiedap af x, either —im or —ot?®.
Furthermore, speakers were quite successful at recogrttza the choice of af x depends
on the vowels of the root, but except for one speaker, thegmssiected the vowels of the
plural suf x independently of its consonants, but ratherated them as two whole units,
—im and -et, just like in real Hebrew.

Whenever the participants produced plural forms, eithpeating forms they have
heard or generating plurals that they haven't heard, thepgunced them all with nal
stress without fail. This indicates that the nouns of thecat languages were not

accepted as just any nouns of Hebrew, but more speci callgadisre nouns of Hebrew.

24Examplesdrive  drove break broke freeze froze andchoose chose

25A single participant offered the following four paradignasnov amivit agiv  agivit, atox  atixit,
anda®c axi®c. The rest of this participant's responses were unremagkabith either 4#m or —ot in them.
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With loanwords, plurals are formed without moving the stragvay from the root, so a
pluralized loanword will never surface with nal stré8s

Finally, the preference forim over -ot in the experiment, as discussedx5, is the
clearest indication that participants accepted the adi mouns as nouns of Hebrew. In the
arti cial languages, #m and -ot were equally represented, so the higher frequencyrof —
responses must be attributed to the in uence of real Heblteiw.very likely that speakers
accepted the arti cial nouns as masculine, especiallyrgiie numerals and adjectives that
agreed in gender with those nouns in the various frame seggerHowever, i is more
frequent than et in real Hebrew overall (since masculine nouns are more thaetas
common as feminine nouns), so speakers can show a biagiaven if they ignore the

cues for masculine gender in the experiment.

3.6.6 Source-oriented generalizations?

The aim of this chapter is to highlight the importance of prctdoriented gener-
alizations in phonology, yet it is obviously still the cadeetlanguages have source-
oriented generalizations. Even the Hebrew plural af x, e¢hl have shown to be subject
to a product-oriented generalization, is also subject towrce-oriented generalization:
Loanwords that end ifra] in the singular invariably take the plurfabt], regardless of their
gender, as noted in (70) and (71). In other words, the chdigduoal af x must also be
sensitive to some aspect of the input to the derivation.

In Optimality Theory, there are two ways in which an output ¢e sensitive to the
input: The activity of faithfulness can force identity be&n an input and an output, or
some mechanism of opacity can give rise to structure tharmtpphonologically on some

aspect of the input, e.g. in the Tiberian Hebr&le3J) ! [deSe]the seconde] in the

26Some nouns that are etymologically borrowed were fullyvizgid and now get nal stress in the plural,
e.g.balon‘m baloon'. These nouns are all di-syllabic, just like the andy of native Hebrew nouns (Becker
2003).
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output is not present due to faithfulness, but its preserepemids on the presence of the
glottal stop in the input (McCarthy 2007a).

Faust (2008) offers an analysis of Hebrew in which the plafal [-ot] phonologically
contains the feminine suf %-a]. In terms of OT, this would mean that nouns that endah
select-ot] via input-output faithfulness to a high] feature. An alternative analysis would
attribute the selection dfot] to output-output faithfulness (Benua 1997) to theh[gh]

feature in[-a]. | leave the exact solution of this issue to future work.

3.7 Conclusions

This chapter examined the distribution of the two plurabsag —im and -t on Hebrew
nouns. The lexicon study showed a connection between hduinop the root and a
preference for selectingot with the preference being stronger when the [0] is nal, and
thus adjacent to the suf x, and weaker when the [0] is nontinahe root. In a novel word
test, speakers replicated the effect that [0] had in thetexichoosing et as a plural suf x
most often with novel roots that have an [0] in their nal @Ble, and least often with roots
that don't have [o] at all.

| offered an OT-based analysis of plural allomorph selectroHebrew, which relied
on a mechanism of constraint cloning to build lexical tremis the grammar, and project
those trends onto novel nouns. In the analysis, allomorfg@tsen was understood to be
without faithfulness cost, and therefore only markednesstraints were involved in the
analysis.

Since markedness constraints only assess output formg, hi#ae no access to
underlying representations or to paradigmatically relafi@ms. In deriving Hebrew
plurals, the selection ofct is predicted to correlate with the presence of [0] in the alur
stem, regardless of the vowels of the singular. Since inHearew, the presence of [0] in a
plural stem always corresponds to the presence of [0] initigaikar, the prediction cannot

be tested on the real words of the language.
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To test whether the selection of the plural af x is sensitioehe vowels of the input
or the vowels of the output, | created a pair of arti cial larages, where a singular [i]
alternates with a plural [0] and vice versa. In one langudigeselection of et correlated
with the presence of [0] in the plural stem, and in the othegiemge, the selection of
—ot correlated with the presence of [0] in the singular stem. Aedigted, speakers
were signi cantly more successful at generalizing the lzege where the selection of —
ot correlated with the presence of [0] in the plural stem.

The arti cial languages were designed and presented asidayes that are just like real
Hebrew, with the only difference being the vowel changesifio] to [i] and vice versa,
which don't occur in real Hebrew. To insure that singulard plurals are correctly paired,
participants never heard or produced a plural form witheatring or producing its singular
in the same trial. Indeed, the experimental results shotthigaparticipants accepted the
arti cial nouns as native nouns of Hebrew, evidenced byrthgeneration of plural forms
with nal stress and a bias towardgw:

The prediction of the markedness-based analysis, whigrdahe language that pairs
—ot with plural [0]'s, was contrasted with an MGL-based anay8Albright & Hayes
2003), which predicts that the two languages would be egdéfierent from Hebrew, and
thus equally dif cult for Hebrew speakers. The point is dpable more generally to any
analysis that relies on general pattern- nding mechanigrasdon't have any expectations
about what a possible human language is. Since the two miti@anguages are formally
equally complex, with the exact same amount of informatiothiem, there is no a priori
reason to prefer generalizations about output forms ovegrgdizations about input forms.
Additionally, | have shown that the experimental resultarea be reduced to a mere
phonotactic preference, since the phonotactics of rearédelprefer the pairing of non-
identical vowels over identical vowels.

In real Hebrew, the connection between [0] in the stem andséiection of 6t is

equally reliable when stated over singulars or over plui@lse can say that singulars with
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[0] often choose 6t, or one can say that plural stems with [0] often choose And yet,
the results of the arti cial language experiment show thagakers are biased to choose
the plural-based interpretation over the singular-baséetrpretation. This bias follows
naturally from the analysis | offer, which attributes allorph selection to the activity of

universal markedness constraints, as is standardly aslsurtiee OT literature.
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CHAPTER 4
LEXICAL TRENDS AS OPTIMALITY THEORETIC GRAMMARS

4.1 Introduction

The results presented in chapters 2 and 3 were used to neoéiviaamework, based
on Optimality Theory (Prince & Smolensky 1993/2004), thedrhs lexical trends and
projects them onto novel items. The mechanism for learningxecal trend from an
ambient language relied on the Recursive Constraint Demalgorithm (RCD, Tesar
& Smolensky 1998, 2000; Tesar 1998; Prince 2002), augmenigda mechanism of
constraint cloning (Pater 2006, 2008b).

This chapter goes on to develop this version of OT in greagtaildand in greater
generality. It starts with a discussion of the cloning meg$a in x4.2, with a focus on
the question of identifying the constraint to clone. Théw, fearning algorithm is eshed
out formally inx4.3. The learning algorithm assumes that when learningdares, the
surface form of the base of the paradigm is always taken tdsbenderlying form, and
non-surface-true underlying representations are lintieatf xes only. This assumption is
explored and motivated ird.4. The use of OT constraints to account for lexical trends
makes predictions about the typology of lexical trends, @& explores this typology.

Conclusions are offered ix#.6.

4.2 Choosing the constraint to clone
The cloning algorithm proposed here is designed to acheeegoals: (a) resolve
inconsistent ranking arguments, allowing the learner ®RED and nd a grammar even

when faced with an inconsistent lexicon, and (b) learn a granthat re ects statistical
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trends in the lexicon and allows the learner to project the=®ls onto novel items. This
section shows how these goals are achieved, rst by idangifyhe situations in which
cloning helps the learner nd a consistent grammar, and theshowing how the choice
of constraint to clone bears on the lexical statistics tledegcoded in the grammar.

Constraint cloning allows the learner to accommodate issb@nt patterns in the
language they're exposed to, and learn the relative stneafeach pattern. When a
language presents multiple inconsistent patterns, eatthitsi own relative strength, as
seen in chapters 2 and 3, multiple constraints will be clodadsuch a case, the learner
will need a mechanism that allows them to list their lexi¢ams with the various clones in
a way that replicates the relative prevalence of each pattehe data.

This section provides a formal mechanism for achieving ¢fuial by answering two
main questions: Firstly, in what situations does constraioning help with nding a
consistent grammar for the language? And secondly, in what®ns is the choice of
constraint to clone crucial? It will turn out that dependmgthe data that is available to
the learner, the choice of constraint to clone can beconeadror cease to be crucial. This
in turn will mean that cloning is always relative to avaikbdnguage data, and that as more

data becomes available, decisions about cloning will bensidered.

4.2.1 Minimal con ict

Constraint cloning is a solution for inconsistency. Retadt inconsistecy is found by
the Recursive Constraint Demotion algorithm (RCD, Tesangofnsky 1998, 2000; Tesar
1998; Prince 2002), which takes a Support, i.e. a set of wiloser pairs, and tries to use
it to discover a grammar. The RCD operates by nding colunivad tontain at least one
W and no L's in them, and “installing” them, meaning that anypmer-loser pairs that get
a W from the installed constraints are removed from the Suppbe constraints are then
added beneath any previously installed constraints. Wh#reavinner-loser pairs are thus

removed, any remaining constraints are added to the granam&RCD concludes.
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There is no guarantee, of course, that RCD will manage talinsi the constraints
and empty out the Support. When there is no column availdlalertas no L's in it, RCD
will give up, or stall. In some cases, such as the trivial @tipetical) example in (137),
cloning will not help. The intended winner is harmonicallgumded, i.e. no constraint
prefers it over the loser, indicating that something elsatwaong: The learner made a

wrong assumption about some underlying representatiomstance'

(137)

a. winner loser L

Cloning the constraint in (137) wouldn't help, since making clones of the constraint
would still leave the intended winner without any constréiat prefers it over the intended

loser. Having both W's and L's in a column won't help eithes, ia the minimal situation

in (138).
(138)
C
a. winnerl loserl w
b. winner2 loser2 L

Cloning the constraint in (138), listing winnerl with oneoré and winner2 with

another clone, would allow the installation of one clonenoging the rst winner-loser

1A harmonically bounded winner can also be unbounded by gdaliconstraint that prefers the winner
to the loser. Here | assume that a xed, Universal set of cairds is always available to the learner, so there
is no mechanism for adding constraints as needed beyonthgloSee, howevex4.5.3 for an example of
subcategorizing constraints to af xes.
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pair from the Support, but leaving winner2 in the same sibumaas in (137). Winner2 has

no constraint that prefers it to the intended loser, i.es ihdrmonically bounded, so no

grammar can help it.

Just one constraint, then, in and by itself, can never leddiitbul constraint cloning.

The minimal inconsistent scenario that can be helped byiripimvolves two con icting

constraints, as in (139).

(139)

C1l C2
a. winnerl loserl W L
b. winner2 loser2 L w

From this minimal scenario, cloning either constraint wdlve the inconsistency. The

result of cloning C1 is in (140). One clone of C1 is listed waththe items that it assigns

a W to, in this case winnerl, and the other clone is listed alitthe items that C1 assigns

an L to, in this case winner2.

(140)

C:]-Winnerl C2 C:]-Winnerz
a. winnerl loserl W L
b. winner2 loser2 w L

When RCD is applied to (140), Giknerr gets installed rst, and the rst winner-loser

pair is removed from the Support. The column of C2 is left withany L's in it, so

C2 is installed, and the second winner-loser pair is removite remaining constraint,

Cluinner2; IS added at the bottom, and the resulting grammar ignfer C2
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Equivalently, C2 could have been chosen for cloning, with thsulting grammar being
C2uinner2 C1 C2nnerz- These two grammars are both fully consistent, and both
successfully resolve the inconsistency by putting winrem@l winner2 in two different
“bins”. Assuming that each of winnerl and winner2 representimber of lexical items,
successfully separating them and making their relativebmersaccessible to the learner

will make the lexical trend available, no matter which of G132 is chosen for cloning.

4.2.2 Two independent con icts

More complex situations arise when the language has two oe fegical trends in it,
which leads to two or more con icts that need to be resolvedloying. | examine these
situations below.

Completely independent trends, as in (141), present ndectyd to the learner. They
are simply two instances of a minimal con ict, as in (139)0@ing any of the constraints
will solve one con ict, which in turn will only leave two comaints available for cloning,

and cloning either of those will solve the other con ict. $hs shown below.

(141)
C1 C2 C3 C4
a. winnerl loserl W L
b. winner2 loser2 L wW
c. winner3 loser3 w L
d. winner4 loser4 L W

If C1 is chosen for cloning rst, Clinners Will be installed, which will then allow C2
to be installed. The rst two winner-loser pairs will be rewsal from the Support, which

leaves Clinner2 ready for installation. Now the situation with C3 and C4 idueed to a
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simple minimal con ict, which can be resolved by cloninghat constraint. If C3 is then

chosen for cloning, the resulting grammar would be the or{@42).

(142) C:lwinnerl C2 C:I-Winnerz
C3winner3 C4 C?’\/\/inner4

If C3is chosen for cloning rst, and then C1 is chosen, themrear is slightly different:

(143) C3l\/inner?; C4 CaNinner4
C:I-Winnerl C2 ClwinnerZ

Since the learner has no evidence for assuming that C1 andt@2agt with C3 and
C4, they should be equally happy with the grammars in (148)&aA3). If evidence comes
along later about an interaction between the pairs of camssy, that might have an effect
on the choice of constraints to clone the next time RCD is run.

When dealing with minimal con icts, as seen in (139) and (lLdfhove, the choice of
the constraint to clone is free. Such a situation was se&R./h6, where in Turkish post-
vocalic dorsals and post-sonorant dorsals were formingseparate trends, governed by
separate constraints. Each con ictis de ned by a pair ofstaaints, and there is no overlap

in the constraints.

4.2.3 Overlapping con icts

In real languages, con icting ranking arguments can oyerlawo different lexical
trends can be de ned using just three constraints, with @mestraint serving as the pivot
for both trends. This is the situation in Turkish, where steal coronal and palatal stops
both have a trend of voicing intervocalically, i.@ENT(voice) is serving as the pivot for
both *VtV and *VLV (seex2.4.2). A situation like this is shown in (144), where thece

forms and constraints are abstracted from.
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(144)

Ci C2 C3
. winnerl loserl w L
. winner2 loser2 L W
. winner3 loser3 L W
. winner4 loser4 w L

In this situation, the choice of constraint to clone beconrasial for extracting lexical
trends from the data correctly. To see this, consider whapdas if the speaker wrongly

chooses to clone C2, as show in (145).

(145)
C1 | Clumen | Clumes | C3
. winnerl loserl W L
. winner2 loser2 L wW
. winner3 loser3 L wW
. winner4 loser4 W L

The Support in (145) allows the speaker to install,&r2.winners @nd then remove the
second and fourth winner-loser pairs. Then, C1 and C3 wilinselled, removing the

other two winner-loser pairs. The resulting grammar is the io (146).

(146) CZVinnerZ,winnem Cl, C3 C2Winnerl,winnerS
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While this grammar will correctly derive listed words, itlgrextracted one lexical
trend where the data presented two. The ranking argume(itd4) show that winnerl and
winner2 form one trend, while winner3 and winner4 form aeatéint trend. The grammar
in (146) collapsed the two trends, putting winnerl and wiBie one bin, and winner2 and
winner4 in another bin.

In Turkish, for instance, cloningdENT(voice) instead of either *VtV or *\lV would
put t- nal and U- nal nouns in the same bin, causing the speaker to assigrsanee
likelihood of voicing to a novel item with a ndlt] and a novel item with a naJU]. Actual
speakers don't that, but rather prefer alternations Wittmal novel nouns, re ecting the
lexical statisticsX2.3).

When there are multiple constraints to clone, as in (144) Jéarner must choose the
constraint that has the smallest number of W's and L's inatisiein. Choosing the column
with the minimal number of W's and L's is not an arbitrary cbej it is the way to ensure
that a minimal number of lexical items are identi ed as a pHra lexical trend, leaving
other lexical items to the care of other trends or to the @ggdammar.

In (144), C1 and C3 are each equally eligible for cloninglvétnon-empty cells each
in their respective columns, compared with the 4 non-emplig ©of C2. Choosing either
C1 or C3 for cloning would produce the intended result, whbeespeaker identi es the
two lexical trends that are in the data. If C1 is chosen, tlaenker can install Glanert
and remove the rst winner-loser pair from the Support. TleerSupport, with the rst

winner-loser pair crossed out, is shown in (147).
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(147)

C:I-Winnerl C:I-Winnerz C2 C3
a. winnerl—losert W =
b. winner2 loser2 L w
c. winner3 loser3 L W
d. winner4 loser4 W L

Cloning C1 left a Support that is still inconsistent, as tbeumns for C2 and C3 still
have both W's and L's in them. Looking again for the constréimat has the fewest non-
empty cells in its column, C3 is chosen for cloning, sinceas liewer non-empty cells
than C2. Once C3 is cloned, GRerz is installed, winner3's winner-loser pair is removed
from the Support, and this allows C2 to be installed. The wirAnser pairs of winner2 and
winner4 are removed, leaving the Support empty, which in keits the remaining Glaner2

and C3iinners be installed, leading to the grammar in (148).

(148) C:lfvinnerl Caminner?; C2 C:]-\/\/inner2| C3/\/inner4

The two trends are successfully captured by the clones oif@1C8, with C2 serving
as a pivot for both. Cloning C3 rst would have resulted in alh exactly the same
grammatr, just with C3nners  Cluwinnerz. Since C1 and C3 don't interact directly, their

relative ranking doesn't matter.

4.2.4 Interim summary: Choosing the least populated column
To summarize so far: The minimal situation where cloningstrints is a useful tool
for resolving inconsistencies involves two constraingtewith both W's and L's in their

columns. When the W's and L's that the two constraints asamgnexactly opposite, as in
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(139) or (141), the choice of constraint to clone is inconsggial. When con icts involve
unequal numbers of W's and L's, as in (144), lexical trends@orrectly identi ed only if
the least populated column (i.e. the column with the minimahber of W's and L's) is
chosen for cloning rst.

Choosing the least populated column guarantees that thienadimumber of lexical
items is listed with clones, which in turn guarantees that lrlarner makes the nest
distinctions that their Universal constraint set can esgfe

Choosing the least populated column to clone is bene cialdentifying lexical trends
even when only one trend is involved. Consider the situatiof149), were C1 and C2

make exactly opposite demands on winnerl and winner2, big G2utral with respect to

winner3.
(149)
C1 Cc2
a. winnerl loserl W L
b. winner2 loser2 L wW
c. winner3 loser3 W

If C1 is wrongly chosen for cloning, winnerl and winner3 viaé listed with one clone
of C1, and winner2 will be listed with the other clone. Theuldag grammar would be
Clyinnert, winners  C2  Clyinner, Where winnerl and winner3 end up in the same “bin”,
and thus wrongly skew the lexical trend in favor of winnerheTproblem here is that only

winnerl and winner2 are part of the minimal con ict. Winnes3ot a part of the con ict,

2This aspect of learning is analogous to the way the Minimale®alization Learner (Albright & Hayes
2002, 2003, 2006) starts with the nest generalization it ozake, i.e. over single words, and then gradually
expands the scope of generalization. In the learning mefinodosed here, there is only one level of
granularity, which is dictated by the constraints in CON.
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and shouldn't be made part of it by mis-cloning. If the leaspplated column, that of

C2, is chosen for cloning, only winnerl and winner2 will betéid with its clones, and the
resulting grammar would be G2rerr Cl  CZ24inmerz- This gives the intended result,
where only winnerl and winner2 are listed with clones, andner3 remains a nameless
player in the regular grammar.

Correctly choosing a constraint to clone, then, can be afucisome cases but not
others. In (139), either constraint can be correctly clor®d only one correct option
is available in (149). It is the addition of another winnesér pair that makes the choice
crucial in (149). This means that as the learner is exposeunbte data about their language,
the choice of constraint to clone can change from being &réeing crucial; therefore, the
learner could make decisions about cloning that will turm lo& wrong as more data is
discovered. To avoid such problems, where an early dectsaases a mistake down the
road, cloning must not be permanent. Constraints are clasatecessary when RCD is
run, and a grammar is reached, but when a new winner-loseispailded to the Support,
RCD makes a fresh start with all the constraints in theirtprés pre-cloned state.

Choosing the least populated column is a necessary conaitie¢loning, but one more
move is needed to clone correctly in cases of trends thahaereral-speci c relationship.

This additional move is explained below.

4.2.5 General-speci c relations between trends; masking

When a language presents two lexical trends to the learherfwto trends can be
completely independent, as seen in (141), or they can guesaseen in (144). A third
kind of relationship between trends involves one trendighgbverned by a constraint that

assess a subset of the W's and L's that another constraieésss, as seen in (150).
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(150)

Ci C2 C3
a. winnerl loserl W w L
b. winner2 loser2 L L wW
c. winner3 loser3 \W L
d. winner4 loser4 L W

Cases like this were encountered in Turkish 4.3) and in Hebrewx@.4.3). In Hebrew,
speakers learn that [0] in the nal syllable of a noun is mastducive to selecting the plural
suf x [-ot], and that an [0] in the penultimate syllable isskeso. That is, they learn two
separate trends. The two trends can be captured by a specistraint that prefers a plural
suf x with [0] in it when adjacent to a stem [0], and a more gealeeonstraint that prefers
a plural suf x with [0] no matter how far it is from the [0] of #thstem. The more speci c
constraint, which demands adjacency, can be used to listahies with an [0] in the nal
syllable of their stems, leaving the nouns with a non- ngltfwthe care of the more general
constraint. There is no need for the theoretically undbireonstraint that prefers a plural
suf x with [0] only when the stem has an [0] that it adjacent to the plural suf x.

A simple inspection of (150) reveals that C1 is more spedaart C2, since C1 assigns
a proper subset of the W's and L's that C2 assigns. The legsilated column in (150)
that contains both W's and L's is that of C1, so C1 is chosercloning.

However, simply cloning C1 will not allow the learner to cectly learn the lexical
trends of the language. To see this, consider the resulbafrgd C1, shown in (151), with

the rst clone of C1 installed, and the rst winner-loser parossed out.
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(151)

C:I-Winnerl C:I-Winnerz C2 C3
a. winnerl—loesert W A/ =
b. winner2 loser2 L L wW
c. winner3 loser3 W L
d. winner4 loser4 L wW

At this point, C2 and C3 are equally eligible for cloning,@@they each have a total of
three W's and L's. If C2 is chosen for cloning, one of its clemall be listed with winner3,
and the other clone will be listed with winner2 and winnerie Tesulting grammar would

be the one in (152).

(152) c::lvvinnerl C2Winner3 C3 ClwinnerZa C2f winner2, winnerg

The grammar in (152) is not quite right: While it correctlytpwinnerl and winner2 in
two separate bins, it also incorrectly puts winner2 in thee&in with winner4, in effect
allowing winner2 to “double dip” and skew the lexical stéts in its favor. Recall that
each of the winners in (151) represents a class of lexicalstelf winner3 and winner4
each represent a relatively small number of items, and wihrepresents a large number
of items, the learner would learn a trend that is quite défifieifrom the actual trend in the
lexicon.

In the Hebrew case, double-dipping means that nouns witbJan fheir nal syllable
are learned correctly (pitting 33t-takers against 12#n-takers), but nouns with a non- nal
[0] are not. The more general constraint that prefers a phith [0] no matter where the
stem [o] is will pit 12 ot-takers with a non- nal [0] againsall 219 of theim-takers that

have [0] in them, not only against the @8-takers that have a non- nal [0]. This means
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that the likelihood obt-taking in the presence of a non- nal [0] would be predictede
12/(12+219) = 5%, whereas the lexical statistics predidtadihood of 12/(12+90) = 12%.

In other words, double-dipping is reducing the likelihoddottaking by more than half.
The experimental results presentedx$13 are not as conclusive as one could hope for,
but they suggest that lexical statistics are learned ctiyr@dthout the skewing created by
double-dipping.

To learn lexical statistics correctly, the learner has &vpnt lexical items from double-
dipping. This is achieved by “masking” the extra W's and lterh any general constraints,
where masking a W or an L means that it is ignored for the p@pos$ cloning. Formally,
what the learner does is rst clone a constraint and listdakitems with it; then, the learner
identi es constraints that assign a superset of the W's dadflthe cloned constraint, and
remove W's and L's from the superset constraints, such tdtél items that were just
listed with the speci c constraint are protected from amothsting. This is shown in
(153), where the L that C2 assigns to winner2 is masked in thpgp&t. The W that C2
assigns to winnerl is also masked, even though that W wilbime gnyway when Glaner

is installed and the winner-loser pair is removed.

(153)
Cluinnert | Clwinner2 C2 C3
a. wiherl—loserl W W =
b. winner2 loser2 L L W
c. winner3 loser3 w L
d. winner4 loser4 L wW
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After general W's and L's were masked from the Support, C2 s the least
populated column. When C2 is cloned, winner3 and winnerdlisred with its clones,

leading to the grammar in (154).

(154) c::lvvinnerl C2Winner3 C3 ClwinnerZa C2Ninner4

This grammar successfully captures the two trends in thee dath each class of lexical

items listed with only one clone of one constraint.

4.2.6 Remaining questions

The least populated column metric, augmented by the maskiaghanism for
preventing double-dipping, were shown to be suf cient forrectly learning lexical trends.
The examples shown so far involved con icts between pairsoofstraints. These abstract
examples correspond to the scenarios seen in actual laggiraghapters 2 and 3 and in
the rest of this chapter. It is possible, however, that alsitexical trend could involve a
con ict between more than two constraints. While such casesnot currently known in
human languages, they are explored below for the sake of lebemgss.

The simplest form of constraint con ict involves two corstits, but a single con ict
can involve any number of constraints. The tableau in (1863trates a conict that
involves four constraints (cf. Pater 2008a for a similamse®). While no constraint can
be installed in this scenario without cloning, cloning amemf the constraints will solve

the inconsistency.
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(155)

Ci C2 C3 C4
a. winnerl loserl w L
b. winner2 loser2 w L
c. winner3 loser3 w L
d. winner4 loser4 L w

Cloning C3, for instance, and listing winner2 and winner&wits clones, will lead to
the grammar C3ners C4 Cl1  C2, C3innere: If a different constraint is chosen for
cloning, different lexical items will be made part of a lexicrend. For example, if C1 is
cloned, winnerl and winner4 will be made part of the lexioahtl. In other words, cloning
any one of the constraints in (155) will resolve the con ibyt different predictions are
made about the lexical trend involved.

A scenario similar to the one in (155) is in (156), where a l&mogn ict involves three

constraints, and cloning any of the three would solve thernststency.

(156)
C1 C2 C3
a. winnerl loserl W L L
b. winner2 loser2 L W w
c. winner3 loser3 w w L
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Cloning C1, for example, would make winnerl and winner3elistvith one of its
clones, and installing that clone would leave only the sdcaimner-loser pair in the
Support. This would allow C2 and C3 to be installed. The tasgigrammar would be
Clyinnert, winners C2, C3  Clyinner2- If, however, C2 is cloned, winner2 and winner3 are
now forming a class of items that gets listed with a clonenavaly leading to the grammar
C2inner2, winners C1  C3, Guinners- We see again that choosing any one of the constraints
to clone solves the inconsistency, but the resulting léxieads are different: Cloning C1
puts winnerl and winner3 in the same bin, while cloning CZpunhner2 and winner3 in
the same bin. Since it is not known whether natural langupgaduce situations such as

the one in (155) or the one in (156), it is not known whethes thia problem.

4.3 The cloning algorithm

The previous section presented the basic mechanics ohgpfacusing on the choice
of constraint to clone. This section adds in the detailssgméing an algorithm for learning
an OT grammar that incorporates cloned constraints. Theritign is based on the
Recursive Constraint Demotion Algorithm (RCD, Tesar & Semsky 1998, 2000; Tesar
1998; Prince 2002), augmented with a mechanism for Inctergiy Resolution that is
based on Pater (2006, 2008b).

The learner's goal in the proposed model is to discover tlemplogical realization of
the morphological categories in their language. The mdagahical structure, including its
meaning and any associated hierarchical structure is tagsnto be given. The learner
needs to discover the phonological underlying representatf the various morphemes
and the phonological processes that take place as theséemogg are combined to make
words, even if these phonological processes apply to somphemes and not others.

This section starts by presenting the original RCDx#h3.1, and then adding the

cloning mechanism for resolving inconsistency#h3.2. The properties of the new object
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introduced, the clone, are discussed and formalized.i®.3. The application of a grammar
that has cloned constraints in it is discusser4r8.4.

The Cloning RCD operates on a Support, which contains thinegskof linguistic
objects: winners, underlying forms, and losers. Of thesdy the winners are directly
observable surface forms. Underlying forms and losers rnegtrovided by a separate
mechanism, an#x4.3.1-4.3.4 presuppose that the underlying forms and dcser given.
In the remaining two sections, some ideas for creating uyidgrforms and losers are
explored. The search of underlying forms is taken ox4ir3.5, and the generation of losers

is touched on irx4.3.6.

4.3.1 Background: RCD

RCD is an algorithm for learning a grammar, given a set of ersigl constraints and
a prepared table of winner-loser pairsThis table is also called the Support in Tesar &
Prince (2006). In each winner-loser pair, the winner is &serform of the adult language
that the learner is exposed to, and the loser is some othat foovided by the learner or
the analyst, that the winner is compared to. In each pairassumed that the winner and
the loser are derived from a single underlying represemtatlso provided by the learner
or the analyst.

A winner-loser pair, then, is prepared by taking each oufpun of the language,
assigning an underlying form and a loser to it, and comparow the winner and the loser
fare on the set of universal constraints. A sample winnerlasdr are shown in (157),
where the winner is the surface foiffaU-1]and the analyst provided the underlying form

/aU + 1/and the loset[aA-1]

3Tesar & Smolensky (1998, 2000) de ne their version of RCD perate on mark-data pairs. These were
later replaced by winner-loser pairs, which abstract frasmumber of violation marks to a simple binary
distinction (Prince 2002 et seq.)
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(157)

/aU + 1/| IDENT(voice); *V W ONSET
a.+ aU-1 * *
b. aA-1 *| *

When the winner and the loser in (157) are made into a wirmse¥rlpair, as in (158),
the number of violation marks in each column is comparedn(fri2002). A “winner-
favoring” constraint, or a constraint that assigns mordagion marks to the loser than to
the winner, assigns a W to the pair. Similarly, a “loser-favg” constraint is one that
assigns more violations to the winner than it does to ther|@sel this is marked by an L.
A constraint that assigns the same number of violationsdavihner and to the loser, like

ONSET in this example, leaves an empty cell in (158).

(158)

IDENT(vVOice), *V WV ONSET

a. aU-1 aA-1 w L

Once the Support is ready, even with just one winner-losey @ain (158), RCD can
run on it. RCD produces a strati ed hierarchy of the consttaiby nding constraints
that have at least one W and no Ls in their column, and “itisigll them. Installing
constraints means that they are added to the constrairgrbigr below any previously
installed constraints, and any winner-loser pairs theygasg/'s to are removed from
the Support. RCD is done when the Support is emptied out, agdcanstraints that
were left over are installed at the bottom of the hierarchy(1158), RCD rst identi es
IDENT(voice); as a constraint that has at least one W and no L's in its colamehjnstalls

it. This removes the single winner-loser pair in the SupEwtRCD can nish by installing
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*\V OV and ONSET below IDENT(voice);. The resulting grammar iDENT(voice);
*\/ IV, ONSET.

RCD is described formally in (159). It starts with a Suppartgd nds all the constraints
that are ready to install (159a). It nds the winner-loseirpghat these constraints assign
a W to, removes these winner-loser pairs from the Suppo@t{dp adds these constraints
to the developing constraint hierarchy (159b-ii), and reesothese constraints from the
Support (159b-iii). Once the Support is empty, any remgmanstraints are added to the

hierarchy, and RCD is done.

(159) RCD Algorithm (after Tesar & Smolensky 1998, 2000)
Given a Suppor§,
Given a set of constraints B, not-yet-ranked constraints
H := a new constraint hierarchy.

While S is not empty, repeat:
a. current-stratum= all the constraints imot-yet-ranked constrainthat have
at least one W and no L's in their column &
b. If current-stratuns ;,
i. remove winner-loser pairs that are assigned a W by anyt@nsin
current-stratum
ii. putcurrent-stratumas the next stratum iH , and

lii. removecurrent-stratunfrom not-yet-ranked constraints

Putnot-yet-ranked constraintss the next stratum iH .

ReturnH .

RCD is guaranteed to nd a ranking of the constraints in agi8epport if the data in
the Support was created from some ranking of the constr@ietar & Smolensky 2000,
p. 109). If, however, the language data does not come fromgdesianking, RCD is not

guaranteed to nd a ranking. This is shown with the fragmdntwukish in (160), where
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the rst winner-loser pair was created by the gramnBENT(voice);  *V UV, and the

second winner-loser pair was created by the opposite rgnkin

(160)
*V W IDENT(Voice),
a. aU-1 aA-1 L w
b. taA-1 taU-1 w L

Given the Supportin (160), RCD will not be able to nd a coastt that has at least one
W and no L's in its column. With no constraints to install, tBepport cannot be emptied
out, and RCD stalls. In situations like these, constraimicig can potentially let RCD nd

a grammar, as explained in the next section.

4.3.2 Cloning RCD

Constraint cloning (Pater 2006, 2008b) is a mechanism faling a grammar given
inconsistent language data. Cloning attempts to nd a grammy duplicating an existing
constraint, and making each copy of the original constrapptlicable to a subset of the
lexical items that appear in the Support. In the simplest,caach winner-loser pair in the
Support contains a unique lexical item, but this assumpsiarot necessary for successful
cloning.

The result of cloning *\{V in (160) is shown in (161). There are now two clones of
*V LV, and each one has a limited domain: One clone has the lét¢oatal in its domain,
and other clone haalJ* Additionally, each item in the domain of a clone is annot&ted
the constraints that are the source of the conict, in thisegdbENT(voice);. For more

about the need to annotate the domains with con ictors x8eg 4.

4The lexical item both winners share, the possessive su$ xlgalt with separately, see below.
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(161)

*V Wl’taU,IDENTsli | DENT(VOiCG)Sl *V WfﬂU,lDENTsli

a. taA-1 taU-1 w L

b. aU-1 aA-1 w L

Once *WV is cloned, RCD can apply to the Support exactly as describgd59):
First, *VL‘J\/HaUJDENT(Voice)ﬂi is installed, and the rst winner-loser pair is removed from
the Support. Then,DENT(voice); is installed, and the second winner-loser pair is
removed. With the Support emptied out, RCD is done, and thestcaint that was
left over, *VL‘J\/mUJDENT(\,oice)ﬂi, is added at the bottom of the hierarchy. The resulting
strati ed constraint hierarchy, or the grammar, is l;wnamDENT(\,oice)sli IDENT(VOoice)

*V WV haty inen(voicel, -

The Cloning RCD Algorithm takes a Support and returns a isthtconstraint
hierarchy, just like the original RCD as given in (159). Thieiing RCD differs by
potentially returning a hierarchy in which some constsare cloned.

The cloning RCD is described formally in (162). It is idemti¢o the original RCD
in its installation procedure (162a,b). Cloning is trigegtby a non-empty Support that
has no constraints available for installing (162c). Theoathm chooses a constraint to
clone by considering relevant candidates. Candidateddairg are constraints that have
at least one W in their column (162c-i). Naturally, candegafor cloning also have at
least one L in their column, since if there were any constsaihat had at least one W
and no L's in their column, they could have been installe@ctly, without cloning. Of
the candidates for cloning, constraints that have the sstaibtal of W's and L's in their
column are preferred (162c-ii). If multiple constraints tor the fewest W's and L's, one
of them is chosen at random (162c-iii). Then, the cloningreutine (described in 163

and 167 below) is called, which takes the current Supporttheaonstraint to clone, and
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returns a new Support (162c-iv). Once a constraint is clpR&D continues its attempt to

install constraints and empty out the Support.

(162) Cloning RCD Algorithm
Given a Suppor§,
not-yet-ranked constraints a set of constraints i8.
H := a new constraint hierarchy.

While S is not empty, repeat:

a. current-stratum= all the constraints imot-yet-ranked constrainthat have

at least one W and no L's in their column &
b. If current-stratuns ;,
i. remove winner-loser pairs that are assigned a W from angtcaint in
current-stratum
ii. putcurrent-stratumas the next stratum iH , and
iii. removecurrent-stratunfrom not-yet-ranked constraints
c. If current-stratum= ;,
i. cloning-candidates= the constraints imot-yet-ranked constrainthat
have at least one W in their column
ii. cloning-candidates= min(W+L, cloning-candidates
lii. cloning-candidate= some constraint 2 cloning-candidates
iv. S:=clongS,C)

Putnot-yet-ranked constraintss the next stratum iH .

ReturnH.

5The functionmin takes a set of constraints in a Support and a type of objeauatcand returns the
subset of constraints that have the smallest number of fleetdb count. In this casenin counts non-empty
cells (i.e. W's and L's).
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The cloning subroutine in described formally in (163). lars$ by identifying
constraints that are more general than the constraint tedb63a). This is done because
W's and L's from general constraints will have to be maskedgdescribed ix4.2.5. Two
clones are made, one to collect winners that are assigned ya telkconstraint to clone,
and one for winners that are assigned an L (163b). Each cksamiply a copy of the
original constraint, i.e. it is the same function from limgfic objects to violation marks.
Once copied, the clones are given the empty set as their dqité3c), which means that
they no longer assign violation marks to any linguistic chjdhe clones are added to the
Support (163d), and since their domains are empty, theimao$ don't have any W's or
L's in them. Now, winners that get W's or L's from the originabnstraints are divided
between the clones. As the algorithm is stated here, theenkioiner is put in the domain
of a clone, rather than some morpheme(s) inside it. The snding the morphemes that
are responsible for the con icting ranking arguments isdgsed ink4.3.3 below. Starting
with winners that the original constraint assigns a W to €)68ach winner is added to the
domain of the W-collecting clone (163e-i), which causesWheollecting clone to assign
a W to the winner. Each winner is also annotated with a reteréa the constraint(s) that
caused the conict, i.e. the constraint(s) that assign aa the winner (163e-ii). Finally,
if there are more general constraints that assign W's to tiheev, those W's are masked
from the Support, as explained ¥4.2.5. The same procedure applies to the winners that
the original constraint assigns an L to (163f), but with th&s Ahd L's switched around.
After the clones are properly created, the original comstia removed from the Support

(1639).

(163) Cloning subroutine (preliminary version, see nal version in (167))

Given a suppor$ and a constraint to clong 2 S,

a. general constraints= constraints that assign a superset of the W's and L's

thatC assigns.
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b. Create two constraint§,, andC,, such that for any linguistic objegt C(x)
= Cyw(X) = CL(X).

c. Make; the domain ofC,, andC,.

d. AddC,, andC,  toS.

e. Foreach winneoptthatC assigns a W to,

i. con ictors := the constraints ii% that assign an L topt
ii. Add hopt, con ictorsi to the domain ofC,

lii. Mask any W's thatgeneral constraintassign toopt
f. For each winnepptthatC assigns an L to,

I. conictors := the constraints is that assign a W topt.
ii. Add hopt, con ictorsi to the domain ofC,

lii. Mask any L's thatgeneral constraintassign toopt
g. DeleteC.

h. ReturnS.

Like the original RCD, the Cloning RCD is not guaranteed tggnout the Support
and produce a strati ed constraint hierarchy. For example presence of a harmonically
bounded winner will prevent the algorithm from nding a grarar, and no cloning will
help with that, as seen in (137) and (138). Tesar & SmolengRQ({) prove that the
original RCD is guaranteed to nd a grammar given data that praduced by a consistent
grammar. It is likely that the cloning RCD has the same caowlifor success, but a
general formulation of the kinds of Supports that the CIgriRCD will be able to process

completely is a matter for future research.

4.3.3 The domain of cloned constraints
The Cloning RCD was de ned in (162) to apply to any Support;, ibwas designed

with a more speci ¢ goal in mind. The case studies in chap?eand 3 explored speakers’
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ability to learn a morphological category (the plural in Hals, the possessive in Turkish)
whose phonological expression involved partially unpetahle behavior, and also project
the partial predictability onto novel items. For exampl&uakishU- nal noun can keep the
voicelesqU] in the possessive, or it can alternate with the voi@gd The choice between
the voiceless and the alternating stop is partially predbiet given the size of the noun:
Among the existingJ- nal nouns of Turkish, the alternators are a minority amahg
mono-syllabic nouns, and a majority among the poly-sydaimuns. Speakers replicate
this difference in novel nouns, choosing alternating stmjse often with poly-syllables
than with mono-syllables.

To achieve speakers' ability to replicate lexical tren@idal items are added to the
domain of clones, based on each item's behavior with regpebe clone. Since the clones
assess the morpho-phonological properties of lexicalgtenfollows from (162) that the
domains of clones contain lexical items that share morgimplogical properties. Once
these domains are set up, they give speakers access tadiiverptevalence of each pattern
in the lexicon, allowing them to project this relative priarece onto novel items.

The point to develop here is the exact nature of the domailookd constraints. Given
two winners that require opposite constraint rankings,late are put in the domains of
two different clones, it is not a logical necessity to addéhére winner to the domain of
the clone. It could be that some part of the winner, e.g. itd,ns put in the domain of
the clone. A related question is about the ability of a clanadsess violations: If a clone
of *V WV has the bi-morphemic forftaA-1] crown POSSESSIVEIN its domain, how does
it treat a form that has just one of the two morphemes, suchehdmophonoufaA-1]
"CrownACCUSATIVE'? And what happens if an additional morpheme intervenesdoet
the root and the possessive sufx, efaA-1-n1]crownPOSSESSIVEACCUSATIVE'?
These questions are addressed in this section.

The answer | offer is that when the Cloning RCD adds a polyphemic word to the

domain of a clone, it separates the word into its immediatepimaogical constituents,
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i.e. the morphologically outermost af x and its stem. Théime Cloning RCD adds an
ordered triplet to the domain of the clone, which consistshef stem, the category of
the outermost af x, and the con icting constraints. For exale, given the formtaA-1
“crownPOSSESSIVE the ordered triplet will consist of the rodtaU/, the morphological
category POSSESSIVE, and any relevant constraints.

Effectively, this decomposition of the form allows the speato learn two things about
the grammar of their language, simultaneously: The spda&grs a fact about the behavior
of the root/taU/, and a fact about the possessive af x. Each of these factsaaence the
speaker's treatment of novel words. To see how, considdraigenent of Turkish in (164),
taken from TELL (Inkelas et al. 2000), wheagndJ andanaJ behave consistently in the
possessive and in the accusative, but the nal stopvof) is voiced in the possessive and

voiceless in the accusative.

(164) Bare noun Possessive Accusative
a. ama amai-1 amai-1 “goal'
b. and andJ1 andJ1 “female cub'’
c. avlJ aviA-u avuJu > st

Making a Support from (164) yields (165), and running thertig RCD on it yields

the grammar in (166).
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(165)

*V W IDENT(VOice)
a. anaUlss and\-loss L W
b. anaU-l. and-l.c L W
c. amaA-loec amatlges W L
d. amaA-1.. amdtl.c W L
e. aVuA-Uoss avullUposs W L
f. avuU-Yee avUA-Ucc L W

(166) *VwmmAJ,POSSIDENT(VOicej |DENT(VOiC€) *V WfﬂndJ,POSSIDENT(VOicej
hamaJAcc,| DENT(voice) handJAacc,IDENT(voice)
havuJ,PossIDENT(voICE) havuJAcc, I DENT(voice)

This grammar allows the speaker to correctly dered) anal and avul in the
accusative and in the possessive, since the behavior & thiess is listed in the grammar.
Additionally, it allows the speaker to project the lexicadrids onto novel nouns. Given a
U- nal noun, and asked to derive its possessive form, thelggeaas access to the number
of possessive forms that are listed with the high-rankingelof *VOV and with the low-
ranking clone of *V (in this case, two and one, respectively), and they careptdhese
relative numbers onto the novel possessive form. Simifarmnation is available for the
accusative form: Of the three listed accusative forms, eristed with the high-ranking
clone and two are listed with the low-ranking clone.

In the traditional generative analysis of Turkish (Inkefa®rgun 1995; Inkelas et al.
1997), the behavior of each noun is expected to be consiateass the various vowel-
initial suf xes of the language, because the behavior ofrtben’s nal stop is encoded in

its underlying representation. Note that it is not the case the possessive is inherently
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more likely than the accusative to cause inter-vocalic imgicor vice versa: In addition
to nouns likeavul, which voice in the possessive but not in the accusativeethre also
roots that voice in the accusative but not in the possessind, akukuJ “stone (of a fruit)’,
possessiviukul}u, accusativéukuA-u.

In the current proposal, the learner is free to learn the \aehaf each root and af x
combination separately if they have observed this behawitire ambient language. They
are not forced to assign a single behavior to each root. Tdreée is biased, however, to
assign consistent behavior to nouns across af xes, asshedlin4.3.4. If some noun has
been observed with a voiceless stop with one or more af xasJikely to have a voiceless
stop in forms of the noun that the learner hasn't observedlfyatnoun has been observed
to alternate with some af xes and not to alternate with ash#re speaker is free to choose
either behavior with forms of the noun that they haven't otsé yet.

The nal version of the cloning subroutine of the Cloning R@Iyorithm is given in
(167) below. It differs from (163) in the kind of object that added to the domain of a
clone. Rather than adding an ordered pair of a winner andicting constraints, (167)
de nes an ordered triplet of a stem, an af x and a set of coting constraints. If the
winner is mono-morphemic, it is de ned as the stem, and the slbt remains empty
(167e). If the winner is poly-morphemic, it is decomposdd its immediate constituents,
i.e. the outermost af x and the stem that it attaches to. Tiemnost af x refers to the
highest af x in a morphological tree structure, or in a datienal model, the last af x in a

derivation.

(167) Cloning subroutine ( nal version)

Given a suppor$ and a constraint to clongé 2 S,

a. general constraints= constraints that assign a superset of the W's and L's

thatC assigns.

b. C, := C_:= aconstraint such that for amy C(x) = C(X) = C_(x).
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c. Make; the domain ofC,, andC,.
d. AddC,,andC, toS.
e. For each winneoptthatC assigns a W to,

i. If optis morphologically complex,
opt. := the outermost af x inopt

Optsrem = the stem obpt,e..

Else,
Optaee ;= null.
Optsrey := OpL

il. conictors := the constraints ii% that assign an L topt
lii. Add hoptsren, Optasr, CON ictorsi to the domain ofC,,
iv. Mask any W's thageneral constraintassign taopt
f. For each winnepptthatC assigns an L to,
i. If optis morphologically complex,
opt. := the outermost af x inopt

Optsrem = the stem obpt,e..

Else,
Optyee := null.
Optsrey := OpL

il. conictors := the constraints ii% that assign a W topt
iii. Add hoptsrenm, Optage, CON ictorsi to the domain ofC,
iv. Mask any L's thatgeneral constraintassign tcopt.

g. DeleteC.

h. ReturnS.
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The decomposition of winners into their immediate constits gives the learner access
to lexical information about stems, af xes, and the coristraon icts that they involve.
This allows the learner to project their grammar onto coratiams of stems and af xes
that they haven't seen before, such as a known stem and a lafonthat were previously

only observed separately, or a novel stem with a known at®, e

4.3.4 Applying a grammar with cloned constraints

The grammar in (168) below is repeated from (166), with theitawh of the dative
form of anal It allows *VWV to rank either above or belowpENT(voice). In any given
derivation that uses (168), only one ranking is chosen,sgthmmar is categorical for any
given derivation. The choice of ranking, however, depenushe input to the derivation
and how well it matches the items listed in the grammar, sahugce of ranking can be

probabilistic in some cases and categorical in others.

(168) *VwmmAJ,POSSIDENT(VOice) IDENT(V0|Ce) *V WmnaJ,PosleENT(voicej
hamalAcc,| DENT(voice) handJAcc,IDENT(voice)
havul PossIDENT(vVoice) handJ DAT,IDENT(voice)

havuJAcc, I DENT(voice)

Given the grammar in (168), the ranking betweervand IDENT(voice) in any single
derivation depends on how well the input to the derivatioriam@s the domains of the
clones of *WV. If the matching is complete, the choice of ranking is categl. If the
matching is partial, the choice is potentially stochastic.

If the speaker wishes to reuse a form that they have hearddysfach as the possessive
form of amalJ, they will nd an exact match for it in the high-ranking clooé*V WV. Using
the grammar *\0  IDENT(voice), the outcome can only laenaA-1 In this case, then,
the choice of ranking is categorical.

Given a novelJ- nal root, however, and asked to derive its possessive fdhare is

no single listing in the grammar that matches the outcomtegity. There are, however,

8For a comparison with other probabilistic approaches in<@&x4.3.7.
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three listed possessive forms. Since two of the listed [@s8ses are in the high-ranking
clone, and one is in the low-ranking clone, the speaker isa\as likely to derive the novel
root using the high-ranking clone, i.e. the effect of thengmaar in (168) is stochastic when
deriving a possessive form of a novel root. Deriving thewdsttbrm of the same novel root
would be categorical, with a single listing of a dative on lhe-ranking clone.

The effect of the grammar in (168) is not necessarily caiegbwith a new combina-
tion of known morphemes. If the speaker wished to derive titeve form ofanal, they
will nd two matches for the rootanal in the low-ranking clone of *\V, and one match
for the dative in the same low-ranking clone. So the dativeafof anal is guaranteed to be
derived using the low-ranking clone. The dative fornaofal, however, presents a con ict:
There are two listings for the roamaJ with the high-ranking clone, and one listing for the
dative with the low-ranking clone. The speaker will have tigh both factors in making
their decision. It is not necessarily the case that rootsadmés have the same weight in
determining the outcome of the grammar, since for any gieenlznation of root and af x,
it is likely that there will be many more listings for the afthian for the root, but it is not
clear that in real languages, the af x generally prevailsuich cases. The current proposal
limits itself to pointing out that a grammar like the one ir68) can potentially generate a
stochastic outcome given a new combination of two known inempes.

A separate question about the application of a grammar Watied constraints has to
do with the scope of the clone over a phonological form thatrhaltiple morphemes in it.
The nal voiceless stop of the roaivul, for instance, becomes voiced in the possessive, but
it surfaces faithfully in the accusative (164, 168). Thistrcan combine with both af xes to

make the formavuA-u-nu’ st. POSSACC',” with the possessive followed by the accusative

"The morphological af liation of then that appears between the af xes is unclear. Wappears in
Turkish whenever a third person possessive sufx is folldviby a case sufx. Since thia also appears
before consonant-initial case suf xes, it is not there tpaie a hiatus.
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(the opposite order is ill-formed in Turkish). Unsurprigip the possessive af x, which is
closer to the root, prevails.

The local effect of lexically-speci ¢ behavior is discuslsby Pater (2008b), who
suggests that a locality condition be built into the deaiti of a lexically-specic
constraint: A markedness constraint assesses a violatipniiothe marked structure
it speci es contains a phonological exponent of an excegtionorpheme that's in the
domain of the constraint. This is a representational ampraa locality. The alternative
that | would like to suggest here is the derivational appna@aclocality, as suggested by
Wolf (2008b), based on a derivational model of Optimalityedhy (OT-CC, McCarthy
2007a). If the formavuA-u-nuis derived by rst combiningavud with the possessive, then
the nal stop will become voiced, following the speci catian (168). In the next step of
the derivation, the addition of the accusative no longeate® a derived environment for
the markedness constraint £V, so despite the fact that the combination of the r@aiU
and the accusative suf x is speci ed as one that blocks Hvtazalic voicing, the root- nal
stop cannot be turned voiceless again. However, as pointedyoPater (in preparation),
it is not yet known how to make derivational models of OT cotiipa with constraint
demotion algorithms of the type used here. A full integnatd the derivational approach

to locality will require additional research.

4.3.5 Searching for the UR of af xes

The discussion in4.3 has so far presupposed the existence of a Support thairoedh
observed forms of the language as winners, and in additimienlying representations and
losers that were supplied by the analyst. The languagedeaiti have to provide their
own underlying representations and losers, of course. Sduson offers a mechanism for
discovering the UR's that the learner needs, while stiluasigg that losers are provided

by the analyst.
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A fully general mechanism for nding underlying represedidas algorithmically is
yet to be proposed, although signi cant headway way made dsail (2006), Merchant
(2008), and in parallel lines of work, also by Boersma (20XiJ Apoussidou (2007) and
by Jarosz (2006). A central component of the current prdpss$lae assumption that roots
are always surface-true, so the search for non-surfaeddrms is limited to af xes. Since
cross-linguistically, af xes are small in size and in numloempared to roots, the search
for their UR's is likely to produce manageable results ifigti& cases.

The algorithm starts with a given af x, such as the possessivx in Turkish, and
a set of stems that combine with it. In this situation, theighhbe a lexically-speci c
phonological process involved, also known as a lexicaldrebach af x de nes a set of
paradigms, or a set of pairs of output forms, where each mausists of a base and a
derived form. A prerequisite for discovering the lexicalrtd is to assume the surface form
of the base as its underlying form. The reasons for this gresée are discussed in detalil
in x4.4, but in a nutshell, the problem is that assigning noearue information to the
base could prevent the learner from cloning constraintdiatidg roots in their domains,
making lexical trends unavailable to the grammar.

In the cases presented below, the base is a simple bare ronatonhe languages,
however, bare roots do not surface, and the bases of af xafi@ady have some obligatory
in ection on them, such as a third person marker or a nomieatiarker. To learn a trend
in such a situation, the learner will have to identify thegamece of this af x and strip it
off. This extra step is abstracted from in the present dsouns and the assessment of its
impact on the process is left for future work.

In the Turkish possessive, assuming the surface form ofdke bBnd the surface form
of the possessive suf x as their respective UR is all the kpeaeeds to learn the lexical
trend. These surface-true underlying forms will allow tipeaker to discover con icting
evidence about the ranking of, e.g., BV and IDENT(voice), as discussed .4 and in

chapter 2.
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In other cases, more work is needed: In the Dutch past teasexample, the past
tense suf x can show up as eithpt@pr [-d@]169). The underlying form of the suf x
lies in a fairly large space of plausible hypotheses: It ddaé identical to just one of the
surface forms, i.el-t@/or /-d@/ or it could be both forms (where they are allowed to
compete as allomorphs), or it could be some non-surfaeeftdnm, such as[+ voice]-d@/
with a oating [+ voice] feature, or it could be a combination of surface-tiaren(s) with

non-surface-true form(s).

(169) Imperative Past tense
stOp stOp-t@ “stop'
tOp tOb-d@ ‘worry'

Given the assumption that the UR's[sftOpjand[tOpJare/stOp/and/tOp/, the learner
can start their search for the UR of the past tense suf x birtgeach of its surface forms
as a hypothesis. This is a good place to start, since wislurface forms of the suf x,
there are exactly hypotheses to test. In (170), for example, both roots atedesith
the hypothesis that the UR of the suf x Il&@/ This hypothesis must be rejected, since it
generates a harmonically bounded winner, as seen in theewiager pair that has no W's

in its row (170b).

(170)
l...pl + @/ IDENT(VOiCE€)koor | IDENT(VOICE)hyser
a. stOp-t@ stOb-d(p w w
b. tOb-d@ tOp-t@ L L

The hypothesis that the UR of the af x ll@!/is tested in (171). This hypothesis

generates an inconsistent grammar, but it is a grammar éimabe rendered consistent by
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cloning. Subjecting the Support in (171) to the Cloning RCBuld return a consistent

grammar with one of the constraints in it cloned.

(171)
[...pl + 1d@/ IDENT(VOiC€)koor | IDENT(VOICE)hyseT
a. stOp-t@ stOb-d(p w L
b. tOb-d@ tOp-t@ L w

Once a consistent grammar is found, the speaker can destasearch for the UR of
the af x successful. With the the UR of the suf x in place, tlearner has UR's for all of
their morphemes, since roots are taken to always have sdiifae UR'S.

It is worth pointing out that a more permissive hypothesigjolv assumes the two
surface forms of the past tense af x as underlying repregents of two allomorphs that
are allowed to compete, as in (172), actually fares worse tha simple hypothesis in
(171). With both forms of the af x to choose from, the winner([172b) is harmonically
bounded. CloningdeNT(voicekoor Can't help, because once®ENT(VOICEkoorrstopast;i
is installed, and (172a) is removed from the Support, ther®iW in the Support to empty

it out.

(172)

[...pl + f/d@/,t@J || IDENT(VOiICE)koor | | DENT(VOICE)hnser

a. stOp-t@ stOb-d@ w

b. tOb-d@ tOp-t@ L

In the case of the Dutch past tense, then, the existence ¢ipiedurface forms of the

suf x did not cause an explosion of the search space for the T#{Ang one surface form
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at a time (which grows linearly with the number of surfacenfg} is suf cient for nding
one form that can serve as the UR.

In some cases, however, the UR of the af x cannot be simplyadiite surface forms, as
in the Korean accusative (173), taken from Albright (20@8)d discussed in fuller detail
in x4.4.2. Word- nally, the only coronal obstruent that Korealtows is an unreleased
voiceless unaspirate dental. Upon the addition of a voni@hl suf x, if an aspirated stop

emerges, it can either be dental or pre-palatal.

(173) Bare noun Accusative
nat® nat-1l “piece’
nat® nalf+1| “face'

Given the assumption that the two roots in (173) are undeglyiidentical to their base
form, i.e./nat"/, taking the surface form of the accusative suf x as its URreatrderive
the different observed forms, as shown in (174), where tma@rinal’-1l]is harmonically

bounded.

(A74)
/nat™ + [11/ IDENT(asp) | IDENT(anterior) | DENT(voice)
a. nat-11 nad-1l L W
b. nal-11 nat-1l L

To nd out what needs to be changed about the UR of the af x |8a&ner can compare
the intended winneinal-11]to the current winnefnat’-11} given their current hypothesis
about the UR offnal-11] This is shown in (174b), and it reveals that the accusative
involves a change of the feature [anterior], and promptssfieaker to add [anterior] as

a oating feature to the af x.
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Adding the feature that causes an unfaithful mapping to tReotithe suf x will now

rescugnall-1l]from its predicament (175).

(175)
/nat™ + / [+ant] 1l/ || IDENT(anterior) Max ( oat)
a. nat-11 nal-1l W L
b. nal-1I nat-1l L W

Running the Cloning RCD on (175) can produce a consistentigia by cloning either
of the two available constraints. IbENT(anterior) is cloned, the resulting grammar would

be the one in (176).

(176) IDENT(anterionnampiece)acc,Max(oat)i MAX( oat)

IDE NT(anterior)nat"(face)Acc, MAX( oat) i

The addition of a oating [anterior] feature to the accusatisuf x resolved the
harmonic bounding in (174) and allowed the speaker to rdaeigtammar in (176).

So far, the learner was shown to be able to deal with cases Iipfewallomorphs of
a suf x, as in the Dutch past tense, and with cases of a singtase form of the suf x
that required oating structure, as in Korean accusativethé language presents both
allomorphy and the need for oating features in the conteébd single suff x, the learner
will need to consider both of these aspects of the phonologyeir search for the UR.

The learner will have to balance two strategies: Trying auhbinations of surface
forms as competing allomorphs, and trying out adding ogtiieatures to (any of)
the surface forms. Since combining surface forms makes ¥ipethesis space grow

exponentially with the number of forms involvédyhile adding oating features only

8Two surface forms give rise to three combinations, thremfogive rise to 7 combinations, andorms
give rise to2" 1 combinations.
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doubles the number of hypothese, makes sense not to exhaust the combinations of
surface forms before oating features are tried out. Therleashould interleave the two
strategies: Start with each surface form of the af x as the thRadding oating features if
necessary, and only if a consistent grammar could not bedfaggmon to try combinations

of surface forms?

The search for the UR of af xes is given formally in (177). tags with a set of bases,
and some morphological category that they can serve as steni$e notatiorjb-a] refers
to the surface form that results from combinibgvith a, but does not presuppose linear
order. Before the search starts, the underlying form of tieeb are xed as their surface
forms (177c). Then, the learner starts collecting hypahedout the underlying form of
the af x. A complete hypothesis about the underlying formaof af x can be a single
string of phonological elements, or a set of stings, like $bef /el, een, @,/g for the
English inde nite article. Looking at one paradigm at a tintleough, as in (177e), each
hypothesis will be just one string.

Next, these strings are combined to form sets of stringsf{1The set of hypotheses
starts with single strings, then goes on to pairs of strimgsso forth. This ordering is
meant to favor hypotheses that minimize the number of dringhe UR of the suf x
(as is standardly assumed in generative linguistics, a.ghapter 6 of Kenstowicz &

Kisseberth 1979), since the rst hypothesis that is testetifaund to work is also the last

9The addition of oating features only doubles the number phditheses if two things are true: (a) All
of the features that distinguish the intended winner froenrttost similar available winner, as determined by
faithfulness violations, are added as oating featurehtdf x, and (b) these oating features are added to
all of the allomorphs of the af x. If either of these assungpts is too strong, then the space of hypotheses
will not just double, but grow even bigger.

10The Korean accusative is not free of allomorphy, since ites@s ag-r1ljwhen attached to vowel- nal
stems (e.gpori  pori-rll’barley’). Tracing botH-1l] and[-r1l]to the same underlying form was proposed
in Odden (1993), but this analysis in not pursued here duencearn about the plausibility of deleting the
[r] after consonant- nal roots, in light of McCarthy (200).bin this case, then, the learner will have to try
out each of-1l]and[-r1l], with and without a oating [anterior], before they decidet both allomorphs are
listed in the UR of the accusative, both with the oating [anor].

1The term “string” is used here loosely to refer to an autosagal phonological structure that can
include oating features.
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one tested. Each hypothesisin turn is tested (1779g) bydettie hypothesized UR's map to

the observed forms, augmented by losers that are suppligeelanalyst. If the hypothesis

is not successful, presumably because it gave rise to hacailynbounded winners, the

learner tries to enrich the current hypothesis with oatfiegtures before abandoning it

(177g-v)*?

(177) Support Preparatiothe search for UR's

a.

b.

GivenB, a set of well-formed surface forms, or bases,

and given an af xa that can combine with any form iB to make a well-

formed surface fornfb-a],

Forevenb?2 B, =b==1h).

A:

= ; (a set of hypotheses abotd)

For evernyb, nd all the segments that are iii-a] but not in[b]. Add these

segments as an element/Af

P := a strati ed hierarchy of hypotheses abaas such that the™ stratum

inP,P,=fp2P (A):jpj = ng

For each stratuR,, 2 P, starting withn = 1,

For each elementa=in P,

Make a Suppor§,

For each element ib2 B, designateeba=as the UR ofb-a]
Supply loser(s) as necessary, and add winner-los&(9d0 S
Run the Cloning RCD o01%.

If RCD nds a consistent grammar, adopa=and stop. Otherwise, nd

the harmonically bounded winners 8) and if they are assessed L's by

12t is not known what the learner should do if a multi-stringbshesis needs to be enriched with oating
features. Are the oating features added to each of thegdrior only to some strings? Further research is
required on this point.
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faithfulness constraints, add the distinctive features they refer to as

oating features inFas and repeat steps i—iv.

The algorithm as it is formulated here does not guaranteethkiealearner will be
protected from exploring an exponentially large number yfdtheses about the UR of
the suf x; it simply biases the speaker to nd the simplestsessful hypothesis as early
as possible. Since cross-linguistically, af xes are snralize and in number compared
to roots, xing the UR's of roots as necessarily surfacestaind allowing non-surface true
UR's only for af xes is likely to produce very manageable uéis in realistic cases.

While the procedure in (177) will nd a grammar for the casescdssed in this chapter,
a general characterization of the range of cases where (@il Gucceed is a matter for

future research.

4.3.6 Supplying losers

Recall that the Cloning RCD applies to a Support, which is tacevinner-loser
pairs, where the winner and the loser in each pair are defioed a single underlying
representation. The winners are given to the learner byritgent language, since these
are the surface forms that the learner hears. The undenlgprgsentations can be found
given the method described ¥.3.5 above. This section now goes on to show how the
learner gets the nal piece of the puzzle, the losers.

In Error-driven learning, as proposed by Tesar & Smoleng2k{0) et seq., the speaker
starts with a grammar that potentially differs from the adyiammar. A discrepancy
between the learner's current grammar and the target gransadiscovered when the
learner passes an adult form through their grammar, andathat the output of their
own grammar is different from the adult form. In this sitwati the learner's own output is
marked as a loser, and it is paired with the adult form to mak@aer-loser pair.

For instance, a child who is learning a language that allavdss, like Turkish, might

produce the adult form [pak] as [pa], deleting the coda cnast When the adult form

185



and the learner's form are different, i.e. an error is makle,léarner pairs the adult form

with their own form, to make a winner-loser pair (178).

(178)

MAX NoCoDA

a. pak pa W L

Applying RCD to the Support in (178) will give rise to the ram§g MAX ~ NOCODA.
This ranking in turn allows the learner to produce codashfally. Learning is error-
driven in the sense that learning continues for as long atetreer generates forms that
are different from the observed adult forms, and therefbeeléarner's grammar is not
yet identical to the adult's grammar. If, as | suggest, leagriexical trends requires an
adjustment to the grammar each time a new word is learneal gifier-driven learning will
continue for as long as new words are learned.

Initially, the child will assume the simple case, where om@gtraint ranking will
account for all of the phonology of the language, no constsaare cloned, and no
constraints list lexical items. A learner of Turkish will able to maintain this hypothesis
until they are confronted with positive evidence for inastency. Fort- nal words, this
will happen when the learner discovers at least mal noun that alternates (e.gat
tad-1 ‘taste') and at least one nal noun that doesn't (e.gat  at-1"horse'). When the
rst alternating noun is discovered (eigt tad-1), the learner will demotedENT(voice)
to rank below *VtV13 The winner-loser paitad-1 tat-1will be kept as evidence for the
new ranking. Then, when the learner encounters the nomattagat, their grammar will

wrongly produce the alternating possessive fdad-1 If the learner observes that the

13Recall that is ranking is only necessary when the learnarodess the existence of morphological
paradigms. In unanalyzed forms of the language, intenno§dk are allowed to stay voiceless (e.gta
“father' vs.ada’island'), so the learner has previously learned tinaNT(voice) *VtV as part of learning
the phonotactics of the language.
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adult form is actuallyat-1, they will form the winner-loser pamt-1 ad-1 which directly

conicts with tad-1 tat-1, as shown in (179).

179
*VtV IDENT(vOice)
a. tad-1 tat-1 w L
b. at-1 ad-1 L W

At this point, inconsistency is detected, and *VtV is clon@the resulting grammar is
*VtV:  IDENT(Voice)  *VtV 4. From this point on, the learner is actually juggling
two con icting grammars, not just one, since there are twangmatical ways for *VtV to
be ranked relative toDENT(voice). If the learner encounters a néwal noun, such as
kat " oor', with the possessive fornkat-1, they will need to decide wheth&at belongs to
the grammar *VtV  IDENT(voice) or to the grammamENT(voice)  *VtV, or in other
words, which clone of *VtV should list the new item.

To nd out, the leaner can simply try both grammars by tempbyrdisting kat with
each clone of *VtV. The temporary listing will yield two dédfent results: The observed
adult formkat-1is produced by the lower clone of *VtV, and the ungrammatitgad-1
is produced by the higher clone. Since the two grammars gukttifferent results, one of
them being the adult form, the learner can pair the adult ferth the other form, and add
them as a new winner-loser pair to their Support. Runningde@ing RCD again yields
the new grammar *Vt\y:  IDENT(voice) *VtV ¢4 kay, Wherekatis permanently listed
with the lower-ranking clone of *VtV.

Trying out both grammars also helps with weeding out wordd #ren't affected by
*VtV, such as thd- nal y1 ‘year'. A temporary listing ofyl with either clone of *VtV
generateygl-1as the possessive form, which is identical to the adult pssseform. Since

both grammars agree on the winner, the learner can condhadi¢hte ranking of *VtV is
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irrelevant for the derivation o§l, and there is no need to update the grammar with this
lexical item.

This process goes on with every new word the learner encaynigth nont- nal
words going unlisted, antd nal words being listed with one of the clones of *VtV. The
resulting grammar contains a list of alternatiagnal nouns and a list of non-alternating
t- nal nouns. Now, when a learner encounters a ndvelal noun, and they don't know
what the possessive form of it is, they can make an estimatéstbased on the words they
have learned. If the list of non-alternatifignal nouns has 102 items in it, and the list of
alternating- nal nouns has 18 items init (as in TELL, Inkelas et al. 20a@gn the chance
of the novel noun to be alternating is 18 out of (18+102), \wh#c15%.

This method for generating losers and using them to feedltir@igy RCD is essentially
identical to the original proposal of Tesar & Smolensky (@Q0vith the added assumption
that error-driven learning continues as long as the speak&inues to learn new lexical
items. The need to run a new form through more than one grantmamrever, raises a
concern about the number of those grammars. If a learnerlbasdn constraints, that
means that they are potentially dealing w&thgrammars, which in turn means that every
new form they encounter must be run through each of tRBsgrammars, thus greatly
increasing the computational load for the learner. Thigwisralmost certainly overstated
here. Given that lexical trends can be independent of eddn,a@ts seen ixd.2.2, trying out
all of their combinations will be wasteful, since it will soé to test two grammars for any
set of independent trends. Because the learner can nd oethehtrends are dependent
on each other by inspecting the Support, they will be ablestothis information to reduce

the number of grammar to try out. The details of this mecharige left for future work.

4.3.7 Exceptionality and variation
The Cloning RCD algorithm offered here presupposes theteds of only two

kinds of phonological processes: Regular processes, vapply to all available lexical
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items, and lexically-speci c processes, which always gppl one list of lexical items
and never apply to a second list of items. This is an oversiogpion, of course.
While lexically-speci ¢ processes typically do not invewariation for most of the items
involved, variation is not completely absent. Of the 30@psnal nouns in TELL (Inkelas
et al. 2000), for instance, the vast majority behave coasibt, but 103 items (3%) show
the voicing alternation optionally. Note that the data inLLEepresents inter-speaker
variation, since it records the knowledge of a single nagpeaker. A variable grammar is
needed for the representation of a single speakers' grajmogjust for the grammar of
the speech community.

In the Cloning RCD, the variable behavior of a lexical itenm te represented in two
ways: Either the lexical item is listed with both clones ofanstraint, in which case it is
predicted to undergo the relevant lexically-speci ¢ pree&0% of the time, or the lexical
item resists listing, in which case it is predicted to undettge lexically-speci c process
as often as novel items do (cf. a similar suggestion in P&6BR). If the learner hears
an item behaving inconsistently in the ambient languagseéims plausible that they will
refrain from listing the item, or that they will list it twice This approach predicts that
lexical items that undergo a lexically-speci ¢ processiopally will show one of the two
behaviors mentioned above; unfortunately, it is not knovwetler this prediction is correct
or not*

A different approach to variability in Optimality Theoryssochastic grammar (Boersma
1997, Boersma & Hayes 2001, et seq.), where constraintsrareged on a numerical scale,
and each constraint de nes a normal distribution somewbaréhe scale. Each time the

grammar is used in a derivation, a ranking value for eachtcainsis assigned by sampling

14Some suggestive, possibly promising, numbers come frong@searches on Hebravt-takers. Most
Hebrew nouns take one of the plural suf xeemor —ot, categorically. Searching for the two plural forms for
each item and comparing the number of hits, this categdoigladvior is re ected in a rate aft-taking that
is close to 0% or to 100% for any given item. A small number effris haveot-taking rates in the 40-50%
range, and smaller number still have rates in the 10—-20%erahgerestingly, no items were found in the
50-97% range.
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from its distribution, and if two constraints have non-ngdlly overlapping distributions,
their ranking relative to each other can change betweenatems. Stochastic grammars
are usually learned with the Gradual Learning Algorithm £GBoersma 1997; Boersma
& Hayes 2001), which approaches the target grammar gradmalhcrementally adjusting
the relative scaling of the constraints in response to grrogtochastic grammar was
designed to deal with cases of regular variability, wher@@nplogical process is variable
with little relation to any lexical item involved. In lexitarends, however, each known
lexical item usually behaves categorically, and the trerghted by the aggregation of
lexical items causes stochastic behavior with novel items.

Zuraw (2000) offers an analysis of Tagalog's lexical trerichasal substitution that
combines the GLA with a constraint calledsELISTED. The GLA learns a stochastic
grammar that affects novel words, whilesEL ISTED protects stored forms from variation.
A similar analysis of exceptions to vowel harmony in Hungaris offered by Hayes &
Londe (2006).

Recently discovered problems with the GLA cast doubt onsefuiness in analyzing
lexical trends. One such problem is raised in Hayes & Lond@®§2 When the GLA
notices a winner that needs high-ranking faithfulness,rinmtes all the faithfulness
constraints that prefer that winner. Since general faltie#fss constraints, by de nition,
prefer more winners than speci c faithfulness constraimgsneral faithfulness will be
promoted too fast, causing the learner to learn a supersgtidge. See also Tessier
(2007) for a discussion of the same problem arising in leaytihe regular phonology of a
language. Additionally, a rather serious problem with theAGs that it is not guaranteed
to converge on a ranking in certain situations, as discavieyePater (2008a). It should be
noted, however, that thed#L ISTED mechanism is conceptually separate from the GLA,
and could potentially be used in conjunction with a more sastul theory for learning

stochastic grammar.
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The cloning approach offered here and theeJISTED approach share a core property:
They both incorporate lexical listing into an OT grammaugfallowing a single grammar
to apply categorically to known items and stochasticallyntwel items. Arguably, the
cloning approach is more appealing on theoretical grousidsge it more parsimonious: It
relies on the familiar markedness and faithfulness comstraf OT, and does not introduce
a new kind of constraint that directly accesses the lexicéwditionally, the cloning
approach makes an unmediated connection between lexstialgliand the projection of
trends, as both follow from the association of lexical itemth clones. In contrast, the
USELISTED approach relies on a separate learning mechanism to ehstiteé stochastic

grammar is synchronized with stored lexical entries.

4.4 Moving hidden structure into the grammar

The model proposed here builds speakers' knowledge ofdétiends into a constraint
ranking, augmented with cloned constraints. If the languzas an irregular phonological
process, and the irregularity can be expressed in phoruabigirms, then the speaker uses
cloned constraints to list the lexical items involved, ane tesulting constraint ranking is
used to project the lexical trend onto novel items.

One consequence of this approach is that information abmainsistent patterns in
lexical items is built into the grammar rather than beingesian the lexicon. In Turkish,
for instance, my analysis attributes the difference betvadiernating stops (e.tat tad-1
“taste’) and non-alternating stops (eaj. at-1 horse') to lexically-speci ¢ rankings of
faithfulness and markedness constraints. Both kinds oflsvtiave a voiceless stop in
their UR's (i.e./tat/, /at/), but the voiceless stop doesn't always surface faithfully
contrast, the traditional generative analysis of Turkistk€las & Orgun 1995; Inkelas
et al. 1997; Petrova et al. 2006) attributes the differenddé underlying representations:
Non-alternating stops are underlyingly voiceless (orr@ged in Petrova et al. 2006), and

alternating stops are underlyingly unspeci ed for voice.(ftaD/, /at/).
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My approach is in keeping with a central principle of geneetinguistics, which
seeks to identify predictable patterns in lexical items asel the grammar to derive them.
My approach is not in keeping, however, with a tradition dfiatiting hidden structure
to underlying representations. In Turkish, the alterrgatin non-alternating nature of a
stem- nal stop is hidden in the bare form of the noun, and discovered by examining
the noun's suf xed form. In the traditional generative apach, the hidden structure is
encoded in the roots, while my approach attributes the mddiicture to the grammar
via listing of roots with clones. See, however, Hayes (199%8199) for arguments against
the use of underlying representations to encode hiddeantstr) including an analysis of
Turkish along the lines | propose here in Hayes (1995b).

In this section, | examine the mechanism of attributing kiddtructure to various parts
of the linguistic apparatus and how it relates to learningch trends. | will show that
lexical trends can be discovered only if the learner is lddsettribute hidden structure to
the grammar rst, or to a combination of the grammar and theeulying representations
of af xes. When hidden structure is forced into underlyiegresentations of the roots, itis

“lost” to the grammar, and speakers are predicted not to llesacal trends in such cases.

4.4.1 Hidden structure in the grammar: Turkish

The distribution of voicing alternation in Turkish is awale to speakers: They know
how many words have alternating stops and how many have lhemaing stops, and
they keep this information separately for the stops in thiemint places of articulation,
and within each place, for mono-syllablic nouns separdteiy poly-syllabic nouns.

The rst step in making this information available to the gmaar is assuming that the
bare form of the noun is also its underlying representatidhis will force the learner
to attribute the behavior of the stem- nal stop to the gramnas seen in (180). The
derivations ofat-1andtad-1require different grammars because they both have a vegele

stop underlyingly.
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(180) a. The UR's of [at] and [tat] are /at/ and /tat/
b. The UR of the possessive is /I/ (a high vowel)

c. /at+1/! [at-] requires DENT(voice) *VtV

ftat +1/! [tad-] requires *VtV  IDENT(voice)

The inconsistent ranking requirements in (180) triggerst@int cloning, and then a
listing of words under the two clones, as discussed aboweoritrast, the classic generative
analysis of Turkish (Inkelas & Orgun 1995; Inkelas et al. ZP&sumes that the stem- nal

stops inat-1andtad-1differ in the underlying representation, as in (181).

(181) a. The UR's of [at] and [tat] are /at/ and /taD/
b. The UR of the possessive is /I/ (a high vowel)

c. /at+1/! J[at-]requires DENT(voice) *VtV

at + | | DENT(VOice) *VtV
a.+ at-1 *
b. ad-1 *|

d. /taD +1/! [tad-] is consistent withbENT(voice) *VitV

taD + | | DENT(VOice) *VtV
a. tat-l *1
b.+ tad-1
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In the UR-based analysis, the grammar is consistent fohalirords of the language
(i.e. IDENT(VOice)  *VtV), and therefore the learner is left without a way to loligxical
statistics into their grammar.

In principle, speakers can nd the relevant lexical statstby going directly to the
lexicon and extracting the relevant information from it, iaspracticed in Analogical
Modeling of Language (AML, Skousen 1989, 1993) and in Spréativation models
(Schreuder & Baayen 1995; Krott et al. 2001). When goingédeiicon directly, however,
the speaker will not be biased by UG to nd only grammaticgdlyncipled generalizations.
Any kind of regularity in the lexicon could be discovered grdjected onto novel items,
contrary to fact: In the Turkish lexicon, there is a trendrwore voicing alternations after
high vowels than after low vowels, yet speakers show no sigraaing learned this trend.
Since cross-linguistically, vowel height cannot affea tfoicing of a following stop, this
is the expected result. To learn all and only the phonoldigigdausible generalizations
about their lexicon, language speakers must encode thaseajgations in their grammar,
where they can bene t from the biases imposed by UG.

Assuming the base form of a noun as its underlying representaneans that any
additional aspects of the noun's behavior that are not tyrebservable in the base form
will have to be attributed to other aspects of the linguististem. Given the standard
OT framework that uses underlying representations of rantsaf xes and a constraint
ranking, if hidden properties of roots are blocked from Peattributed to those roots,
hidden properties can only be attributed to the underlygpgesentations of af xes or to the
grammar. In the Turkish case, the difference betwstemdtat could logically be attributed
to the allomorph of the possessive suf x that they takiwould take a simple high vowel,
while tat would take an af x that consists of a high vowel and a oatingvoice] feature,

asin (182).

(182) a. The UR's of [at] and [tat] are /at/ and /tat/

b. The possessive has two allomorphs: /I/ and /[+voice] I/
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c. lat+1/ I [at-]
/tat + [+voice] I/ ! [tad-]

d. Each allomorph of the possessive lists the roots it takes:
n takes /at/, /ot/, Isepet/, ...

/[+voice] I/ takes /tat/, /kanat/, ...

Assuming that the oating [+voice] is protected by A ( oat), as in Wolf (2007),
then the single constraint ranking AW ( oat) IDENT(voice) will derive all the words
of the language. In this scenario, either each root would lbeked for the af x it
takes, or equivalently, each af x will be marked for the reat takes. The grammar
would be consistent: Faithfulness to underlying [voiced@ation would outrank *VtV,
and faithfulness to oating features will be ranked highlean simple faithfulness. This
scenario makes a slight improvement over the attributiomoafing information to roots:
Since roots will be listed with two different af xes, the leeer will have information about
how many roots there are of each kind, and thus learn a letteradl. However, roots of
all sizes and of all nal stops will be listed by the same twtpalorphs of the possessive
suf x, preventing the Turkish learner from identifying theends for each place and size
separately. Encoding hidden structure by proliferating aflomorphs, then, does not
allow the learner to discover the full range of trends in tha@nguage. In principle, the
learner could assign allomorphs of the possessive suf xnfauns of different sizes and
nal stops, but there would be no reason for them to do thatesimply stipulating two
allomorphs would be enough to make the grammar consistent.

Since encoding the hidden behavior of lexical items in theéeulying representations
of either roots or suf xes leaves the learner with no way @s@n to identify lexical trends,
encoding such behavior in the grammar is left as the onlyckdgiption. Capturing hidden
behavior in terms of cloned constraints ensures that |ettieads are identi ed in terms of

constraints, i.e. it ensures that trends are captured inglbgical terms, using the variety
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of phonological primitives that constraints are sensitwesuch as marked combinations
of features, preferred alignments of phonological elesgrdsitional faithfulness, etc.

Contrasted with traditional generative analyses, the ggapmade here “reverses” the
effect of the phonology. Instead of assigning the hiddeeetspof bases to their underlying
representation, and then neutralizing them in the unaf fadh, as is done traditionally,
| propose that the surface forms of bases are assumed asuttgsrlying form, and
any properties of the base that emerge only in suf xed formesachieved by constraint
interaction. In the simple case of Turkish, where the ondidien property of nominal roots
is the voicing of their nal stop, the analysis in terms of é®l constraints is not only
clearly feasible, it is also the only analysis that allowsalers to capture the variety of
lexical trends that the language has.

Assuming the base form as the underlying representationtfeasadded benet of
obviating the search for non-surface-true underlyingesentations. This search requires
a signi cant amount of computation, as shown by Tesar (2@0&) Merchant (2008), and
in parallel lines of work, also by Boersma (2001) and Apodissgi(2007) and by Jarosz
(2006), who speci cally look at * nal-devoicing languagg&sd.e. languages like Turkish,
where the behavior of root- nal stops is hidden in the barefof the root. In the proposals
mentioned above, the search for the optimal lexicon not omglves a rather large search
space, it is also done in parallel with a search for a comdtranking for the language. In
my proposal, the learner is only trying to learn a constnainking, which is shown in Tesar
& Smolensky (1998) to be quite ef cient, and probably moreieht that searching for a
ranking and a lexicon. An explicit proof that my approachuiegs a lighter computational

load, however, is left for future work.

4.4.2 Hidden structure in af xes: Korean
In the discussion of Turkish above, attributing hidden &ite of roots to the

grammar was shown to be the only way to make the full range xitdé trends
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available to the speaker. The principle of attributing mtble (or in this case, semi-
predictable) information to the grammar is well-estal@ighn linguistics. Attributing
predictable information to underlying representatioreypnts the learner from discovering
generalizations.

In same cases, however, there is no way to attribute thednlie of alternations that
are observed in a language to rankings of plausible univeosestraints. One such case
is the nal neutralization of obstruents in Korean, disa$rie y in x4.3.5 above, where
not only laryngeal features (aspiration and voicing) bebahanner (stop vs. fricative) and
coronal place (dental vs. post-alveolar) are neutraliZdtithese contrasts appear before

the accusative suf x, as in (183), taken fron Albright (2008

(183)  Bare noun Accusative
nat® nasil “sickle' 375
nat' naliLl “face' 160
nat® naftil “piece’ 113
nat® naAll “daytime' 17
nat* nadll ‘grain’ 1

The rightmost column in (183) shows the number of words inci@hary of Korean
that end with each of the coronal obstruents in their spgllindicating the historical
pronunciation of these nouns. The fricative [s] is the mashmon coronal root- nally
in the accusative, and the aspiratéfl] [and [f"] are quite common as well. The voiced
[A] and [d] are much less common, and the glottalized/tensenets of the language are
absent completely.

Albright (2008) discusses recent innovations in Koreangmhspeakers extend the
common [f§ [s]and [t] [U] alternations of the accusative at the expense pf [t
[t"), t] [d],and[t] [A]. In other words, speakers extend the most frequent mapping

and remove the less frequent ones (“the rich get richer”).il&Albright analyzes this
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preference for frequent mappings with a general-purpaaade, i.e. a learner that doesn't
incorporate substantive Universal Grammar principlesigigest that an analysis in terms
of plausible markedness constraints is within reach.

First, if the language learner assumes the base forri Asathe underlying represen-
tation of all the roots in (183), and assumds ds the underlying representation of the
accusative suf x, they can learn several facts about Karean

Korean does not allow voiceless unaspirated stops intaheadly — intervocalic stops
must be either voiced or aspirated. Since the base has dassamaspirated stop, this stop
will not surface faithfully. Stops that surface aspiratadhe accusative are faithful to the
voicelessness of the base (184), while stops that surfaced/are faithful to the lack of

aspiration in the base (185). A sample derivation is showa&®).

(184) hat™+ 1! [nat'1l], [nall1l]
requires *VTVY IDENT(voice) IDENT(asp)
(185) hat™+ 1!  [nadll] [naAll]

requires *VTV, IDENT(asp) IDENT(voice)

(186)

/nat™+ 1I/ *VTV IDENT(voice) | IDENT(asp)

a. natll *| |
|
i

b. nadil | *|

c.+ nat'll | *
|

15 am taking *VTV to be a constraint that penalizes intervicabiceless unaspirates. One can imagine
a different analysis, where markedness penalizes anyotalic voiceless stop, either aspirated or not. This
will change the details, but not the main point, which is tihatappearance of different stem- nal obstruents
in the accusative is due to constraint interaction, notitbfiainess to a non-surface-true UR.
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Given the assumption of /rfatas the UR of the root, the learner gets con icting
evidence for the ranking obDENT(voice) relative to bENT(asp). Constraint cloning will
follow, resulting in a learner that keeps track of the nundfeoot- nal aspirated coronals

and voiced coronals:
(187) IDENT(vOiC€)113+160itemg IDENT(asp) IDENT(VOICE) 1417 itemg

The lexical trend that is created by the existing houns ofeldarpredicts that speakers
will prefer coronals that become aspirated in the accus&d#o of the time, and coronals
that become voiced only 6% of the time.

The mapping of /I to [s] can also be attributed to the ranking of plausiblekadness
constraints. Assibilation, a process that turns stopsfiitatives, is widely attested cross-
linguistically before high vowels (Kim 2001). | use the ctamt *Tl, which penalizes
stops before high vowels. Roots that surface with a stop ypkard in the accusative rank
faithfulness to the continuancy of the base over *TI (188)il&*TI outranks faithfulness

in nouns that map thefto [s] (189).

(188) hat™+ 1! [nat"1l], [nal' 11}, [nad1l] [naA1l]

requires bENT(cont)  *TI

(189) hat™+ U! [nasil]

requires *TI IDENT(cont)

The conicting ranking conditions cause the cloning afeiNT(cont), which allows
the speaker to learn that the mapping &ftt [s] affects 56% of thé- nal nouns in the

language.
(190) IDENT(CONt)113+160+1+17 itergs T IDENT(CONt) 375 itemg

The learner's work is not quite done. In a fair number of ngansal /tY maps to[A]

or [U"]. Are there plausible constraints that will map Mal/ to [naAll]or [nal'1I]? Note
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that the vowel of the accusative sufx is not a front vowel.ldalization of [t] to [ is

guite common before a front vowel or glide, but not commonilahaheir absence.
Essentially, the learner is in a situation where they waait¥ril/ to map to[nalr'1l], but

the closest they can get[isaf'1ll There is no constraint that prefers the intended winner

[nal'1l]to the losefnat'll] and as seen in (191), there is at least one faithfulnessrearts

that prefers the loserpENnT(anterior). The intended winner is harmonically bounded.

(191)

/nat™+ 11/ *T| IDENT(asp) | IDENT(ant)

a. nal1l natil L

When an intended winner is harmonically bounded, no rerankr cloning can help
unbound it. What must change is the underlying represemtatiln this case, since
the faithfulness constrainbENT(anterior) is responsible for the harmonic bounding, the
learner will take the feature that this constraint refersi.ta [ anterior], and add it as a
oating feature to the accusative suf%. This is an instance of a more general strategy: The
learner will nd features that are missing in the harmonligélounded intended winner, as
identi ed by faithfulness violations, and attribute thesh aating features to the underlying
representation of the relevant af x. As will be shown shgrdttributing hidden structure
to af xes expands the range of lexical trends that the speede account for.

Once the missing [anterior] feature is oating in the UR of the accusative afthe
mapping of A to [U"] or [A] is possible, and simply involves faithfulness to oating
features with Max( oat). Stops that stay+ anterior] in the accusative are faithful to the

[+ anterior] root's [{] rather than to the oating feature.

16The learner will also try addingHanterior] to the accusative suf x, but they will quickly ndut that
this move does no good.
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(192) a. hat™+[ ant] U! [nal'1l] [naAdll]
requires Max(oat) IDENT(ant)

b. hat™+[ ant] 1! [nat'll] [nadll]

requires bENT(ant) MAX( oat)

When *Tl is highly ranked, and a coronal fricative surfacefdpe the accusative suf x,
Korean won't allow the oating [ anterior] to surface faithfully, because the language as
a whole is not faithful to [anterior] on fricatives. This isi®ured by the high-ranking
constraint’§ which in turn is dominated by *si, makirjé Jsurface befor@i] and[s] surface
elsewhere. Since the high-rankin§rmakes either ranking oDENT(ant) and Max ( oat)
compatible with the winner, no items that surface Wihin the accusative will be listed

with clones of bENT(ant).

(193) hat™+[ ant] U! [nasll]

requires S IDENT(ant), MaX ( oat)

Since the learn has con icting evidence about the rankingoeENT(ant), they will
clone it. Among the nouns that surface with a stop in the aatores 61% are predicted to

surface as{J'] or [A] rather than as i or [d].
(194) *S IDENT(ant)iizi1iemg MAX( Oat) IDENT(ant) 160+17 itemg

After the addition of the oating [ anterior] to the UR of the accusative suf x, the
learner can account for all the mappings that they obsengetheey can correctly learn the
proportion of each of the ve stem- nal coronals in the larage. The preferences that the
grammar makes are given in (195), showing that the gramneaessfully replicates the

lexical counts given in (183).
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(195) IDENT(cont) IDENT(Voice) IDENT(ant)

[s] 56% =56%

[UT] 61% = 25%
94%

[t 39% =16%

44%

[A] 61% = 2%
6%

[d] 39% =1%

This analysis of Korean attributes hidden marked strudiutbe underlying represen-
tation of the accusative af x. Once this underlying reprgsgéion is set up, forms that
lack the marked structure of the af x are listed with highkang faithfulness or with other
markedness constraints. Since different nouns will reqgiiferent rankings, lexical trends
will be learned. To summarize the result so far: assumingdas underlying forms, and
attributing marked structure that appears in derived foionthe relevant af x, leads the
learner to assume different rankings for different wordsiclv in turn leads to learning of
trends.

This analysis of the lexical trends that govern accusatiwa$ depends on the shape of
the accusative af x. For instance, the high vowel in the aeative form allowed the learner
to attribute the mapping of/ftto [s] to the constraint *TI, which penalizes stops before
high vowels. It is expected, then, that each suf x of the laage will be treated separately.

The nominative paradigms of (196), from Albright (2008)pshthat when an af x
begins in a front high vowel, stops and fricatives are redyfzalatalized. Since the pattern
is regular, the markedness constraint that demands pa#tah ranks over faithfulness,
and therefore, the derivation of the nominative forms wdt mvolve faithfulness to the
feature [anterior] at all, and no instances of [anteriod] i attributed to the underlying

representation of the nominative suf x.
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(196) Bare noun Accusative Nominative

nat* nasil nasi “sickle'
nat' naliLl nali “face'
nat* natil nal “piece’
nat* naAll naAi “daytime'
nat® nadil naAi “grain’

Korean also has two suf xes that surface as [-e]: the loeatind the dative. Kang
(2002) shows that the mapping off/to [s] is more frequent for the nominative and
accusative than it is for the locative and dative. In otherdspthe af xes that don't
have a high vowel in them are less conducive to assibilatiormy analysis, the suf xes
that have a high vowel can cause assibilation simply by ®idtihaving a high segment
in their surface form. The suf xes that have a non-high vqwel contrast, can only
cause assibilation if the learner adds a oatingcpntinuant] feature to their underlying
representation. While this difference doesn't necessaale to correspond to frequency
data, since assibilation is equally possible with any saince a oating feature is added to
suf xes that lack a high vowel, it is instructive that speekare more reluctant to assibilate
in the environment where assibilation requires an extrenlag step of adding a oating
feature to the UR.

In addition, Albright (2008) reports that while speakerssincommonly innovate the
mapping of A4 to [s] and U] in the accusative, they prefer the mapping t§ [b the
locative. Albright suggests that the preference f&f it a result of the accidentally high
number of nouns that historically had][and that are frequently used in the locative, such
as the words for eld and corner. Since in my analysis, leidi@nds are computed for each
af x individually, accidentally skewed distributions cdie learned: If more items happen
to require the ranking of *TI overdeNT(cont) in the accusative than in the locative, then

the probability of mapping#tto [s] will be higher in the accusative.
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To summarize, the Korean case shows that assuming the bareofdhe noun as the
underlying representation of the root and assuming onlyngegs as the underlying form
of the af x might not be enough in every situation. When leagthe lexical trends for the
accusative forms, for instance, the Korean learner witt@er that their language requires
paradigms that change the feature [anterior]. If they pgdde add a oating [ anterior]
to the underlying representation of the accusative suteytcan learn the full range of
behaviors seen in the accusative. The learner will have teeraasimilar move with the
dative suf x, which requires assibilation in the absenceadiigh vowel; the learner can
derive the full range of observed paradigms and also learetkical trends involved by
adding a oating [ continuant] feature to the underlying form of the suf x.

Speakers can learn lexical trends so long as hidden steugturot buried in the un-
derlying representation of roots. Adding hidden structorthe underlying representation
of af xes does not present a danger so long as the af xes tlebras are not proliferated.
Compare the single representation of the accusative saf{(¥92), which allows the learner
to identify the full range of lexical trends, with the unfoniate proliferation of af xes in

(182), which leaves the learner with an incomplete accotititeotrends in their language.

4.4.3 Interim summary: Generalizing across af xes

In the approach to linguistic analysis that | present herafers nd lexical trends in
their language, and build those trends into their gramnmmaordler to nd lexical trends,
learners must assume the bare forms of roots as their untgrgpresentations and assume
that af xes are only composed of segments. If the paradigmelved contain hidden
structure, it will not be trapped in the underlying reprdaéinons of the roots and af xes,
and will therefore become available to the grammar.

If the speaker discovers that they cannot account for alldére/ed forms that they
are exposed to, because some intended winners are harthobmanded, they will try

to make any required features oat in the underlying repnést@on of the relevant af x.

204



These oating features can be identi ed by comparing themaed winner and the current
output of the grammar that most resembles it (as determigdditinfulness constraints),
and examining the features that are referenced in faitefdiconstraints that distinguish
the two forms. With the enriched underlying representatibtine af x, the speaker can go
on to discover any lexical trends that are lurking in the data

A recurrent theme in this approach is the separate treatofefitferent af xes: The
Korean learner, for instance, learns a separate grammagafdr of the af xes of their
language. The palatalization ofj[to [U"] is a lexical trend with the dative suf x [-€], but
the same trend is weaker with the homophonous locative quék Similarly, a lexical
trend that involves the assibilation of root- nal stopsées in the accusative af x |, but
the same trend is weaker with the nearly homophonous topic[suln] (Kang 2002).

The same phenomenon is reported in Tagalog (Zuraw 2000;)pwB@re a stem can
be subject to nasal substitution with some af xes but noeaghIindeed, Zuraw shows that
Tagalog has different lexical trends for different af xefstbe language.

Similarly, in Turkish, the difference between the altenngtstop oftat and the non-
alternating stop oft is attributed to the grammar of the possessive suf x, andimgt
prevents these two roots from behaving differently witheotbuf xes. This prediction
is borne out. TELL (Inkelas et al. 2000) lists the possesaive the accusative forms of
nouns. Both of these suf xes are homophonous with stop-malins, consisting simply
of a high vowel. While most nal stops are either voiced oraaless in both forms, some
nouns have a voiced stop in the possessive and not the ageyusaid other nouns have a
voiced stop in the accusative and not the possessive{sgd).

In the traditional generative analysis, the hidden stméctd the root is attributed to its
underlying representation, and then its behavior is ptedito be the same with any af x
that allows the hidden structure to surface. In Turkishuassg /taD/ as the underlying
representation afat predicts that the nal stop will surface voiced with any vdvirtial

suf x, contrary to the observed facts.
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In the approach that attributes hidden structure to the granroots are not required to
behave uniformly with different af xes. There is a bias, hexer, for assigning consistent
behavior to roots, as discussedxh 3.4. In Turkish, for instance, once a root is observed
to alternate in the possessive, the grammar will recordfdicisby connecting three pieces:
the root, the possessive af x, and a con ict between comstsa When the speaker wishes
to generate the same root with a different suf x, say the aative, and the same constraint
con ict is involved, the root's possessive entry will mattie root in the accusative, and

bias the speaker to assign the same behavior to the root atihelb xes.

4.4.4 Hidden structure in roots: English

In the various lexical trends that were discusses in thiptenait was always the case
that a relatively simple concatenation of a root and af xgether with some lexically-
speci ¢ rankings, allowed the speaker to map one form ontocapimologically related
form. Quite clearly, this is not always the case. Extremenmgdas of phonologically
intractable mappings are usually described as suppldti@the Englishgo went In
cases like these, the learner has no choice but to store tirewentas an unanalyzed
whole, and nothing about this form becomes available to thenghar of the past tense.

Other cases might not be as cleagas went The English past tense includes seven
verbs that end ifiOt] teach taught catch caughtthink thought bring  brought
seek sought ght fought andbuy bought Can these verbs be mapped onto their
past tense using phonological machinery?

While mapping a verb likgfalt] to [fOt] is relatively faithful, involving only the
replacement of the vowel, verbs likerIN]and[sik] keep nothing but their onset in the past.
One can imagine that for those verbs, an allomorph of thetpase suf x that consists of
a pair of oating segmentd,°f, can dock correctly and replace the root segments. In such
an analysis, MX( oat) would ensure that both segments dock at the cost tfiainess to

the root.
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(197)

/sik+ ©/ || MAx(oat) | M Ax(root)

a.+ sOt **
b. sOk * *
C. sik *k

With the vast majority of English verbs giving evidence foe tanking MAX (root)
MAX ( oat), and seven verbs giving evidence for the oppositirag), the learner can clone
one of these two constraints, and thus give a small prolyabiliOttaking. However, these
two constraints don't refer to any phonological aspect efrivot (other than the existence
of segments in it), and therefore cloning them will give tearher no information about
the possible shapes Gktakers.

This seems to be the right outcome: T@#akers in English are not phonologically
patterned in any way beyond being monosyllabic, so any kinthenosyllable would
be a candidate foDttaking. Since theDttakers represent such a small minority of the
monosyllabic verbs of English, speakers are predicted telyetant to projecOttaking
onto novel roots.

Another consideration with the derivation Oktakers is the availability of the regular
past sufx, /-d/. When deriving the past tense {#ik], the candidatdsikt] is quite
appealing: It is completely faithful to the root and to thetsuf x (modulo the completely
regular voicing assimilation), and even the worst aspedt tie nal [kt] cluster, is quite
widely attested in English. The appeal of the regyikt] might cue the learner to the
possibility that something non-phonological is going amd @rompt them to simply store

[sOtlas an unanalyzed whole.
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Both ways of dealing witljsOt]- cloning Max ( oat) or storing it as a whole — are
equally bad for nding out what kind of roots ar@ttakers. Indeed, English speakers
are reluctant to generaliz@ttaking, or to do so in any phonologically principled way.
In other words, the speaker doesn't necessarily always ttadecide whether a certain
pattern is suppletive or not. They may treat what's essiniasuppletive pattern with
their grammatical machinery, but if the grammar tells thesthng about the shape of the
relevant lexical items (e.g. due to the lack of involvememnarkedness constraints, as in

(197)), then no damage is done, since the pattern cannoti&eded usefully.

4.4.5 The naturalness of lexical trends: Dutch

Dutch exhibits voicing alternations between bare roots¢tvin the case of verbs can
be heard in the imperative) and af xed forms, as in (198).ha lexicon, the proportion of
alternating consonants depends on the identity of the camgpand speakers project these
proportions unto novel items, as shown by Ernestus & Baag603). The phonology
of Dutch raises two questions that relate to the naturaloeédsxical trends: (a) the
issue of natural relationships between lexical trends, (ahthe functional grounding, or

naturalness of each lexical trend.

(198) Imperative In nitive Past tense
tOp tOb-@n tOb-d@ ‘worry'
stOp stOp-@n stOp-t@  “stop'

Ernestus & Baayen (2003) report that in the lexicon, the pridpn of alternating labial
stops is smaller than the proportion of alternating corataps, and speakers replicate
this preference in their treatment of novel words. In the etdghropose, Dutch speakers

will clone IDENT(voice) relative to constraints on voiced codaand collect the stop- nal

In Ernestus & Baayen (2003), speakers' knowledge was tesithidnovel past tense forms, where the
stem- nal stop is in coda position. In the in nitive, and loeé other vowel-initial suf xes, the stem- nal stop
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words of their language, like Turkish speakers. A portiothefadult grammar of Dutch is
givenin (199).
(199) IDENT(VOIC@)ty), 210 items *b]s, *d]s  IDENT(VOIC€)y). , 20 items

trd], , 542 items ted]s, 177 itemss

The 210 words of Dutch that have a non-alternating [p] aréectdd by the clone of
IDENT(voice) that ranks above *b] and the 20 words that have an alternating [p] are
collected by the lower ranking clone. This makes the propof alternating [p]'s, which
is 9%, available to the speaker. Thenal words of Dutch are similarly collected by the
clones of bENT(voice), allowing the speaker to discover that 25% of nédis[alternate.

The surprising aspect here is that universally, speakerexgrected to prefer voicing in
labials over voicing in coronals or dorsals. For examplepagthe languages that have a
voicing contrast in stops in at least one place of articafgtjp] is more likely to be absent
than [t] or [K], and [b] is more likely to be present than [d] [g] (Maddieson 1984; pp.
35-36). The speakers of Dutch have a grammar that makes plositppreference, giving
a higher probability to [p] than to [t].

The ability of Dutch speakers to learn an unnatural relatigmbetween lexical trends is
not surprising given my approach. Different lexical trelads controlled by different pairs
of constraints, and the strength of one trend is not expectéateract with the strength
of another. Dutch speakers use the clonesoaNT(voice) to keep track op- nal nouns
by listing them with *b}, and keep track of- nal nouns by listing them with *d]. The
number of words listed under clones of one constraint doeaffert the number of words
listed under clones of another constraint. The predictiaat the relationship between
lexical trends need not be natural is borne out by the Duttd da

A second intriguing aspect of Dutch voicing alternationthis effect of the vowel that

precedes the stem- nal consonant. In the lexicon, alté&@natre on average most common

could be argued to be in coda postion as well, if it is takenet@mmbi-syllabic, as proposed by van der Hulst
(1985) et seq.
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following a (non-high) long vowel or a diphthong and leasteoon after the short non-
high vowels. The high vowels, which in Dutch are phoneticaliort and don't have long
counterparts, give rise to a rate of voicing alternatiorn ihantermediate between the long
vowels and the non-high short vowels. Vowel length, howesgea rather poor predictor of
consonant voicing in the lexicon: In the GLM statistical s that Ernestus & Baayen
(2003) report, vowel length has a very modest effect on theing of the following
obstruentp = .053). A comparison of long vowels and high vowels only shewsore
robust effectjp = .017).

In the experimental results, the vowel effect was saghid=(.004). Long vowels were
signi cantly more conducive to voicing of stem- nal obsgnts than short vowels of any
height. There was no signi cant difference between the shagh and short non-high
vowels.

It is instructive that Dutch speakers imposed a naturabtnthe data: The different
vowel qualities of Dutch were abstracted away from, sincevarsally, vowel quality
(height, backness, tenseness, roundness) has no powédbthaé voicing of a following
consonant. Only vowel length is universally correlatedhwibicing, with long vowels
(either pure or diphthongal) being conducive to followirggoed codas and short vowels to
following voiceless codas (Lisker & Abramson 1964; Ohal&3;9v0latis & Miller 1992).

Given a family of universal constraints such &%/ :pls, *Vi]s, *Vk]sg, which
penalizes voiceless coda obstruents after a long vowelthenchore general famili*b] s,
*d]s, *0]s0, speakers will be able to keep track of alternation ratedefraents that follow
long vowels separately from the alternation rates of olesiisi after short vowels. In
the experiment that Ernestus & Baayen (2003) report, speakere given bare verbal
roots (e.g.de:p, and were asked to add the past tense suf x, whiclfrd@]or [-t@]
When choosing between the two possible outcorfuesp-t@and[de:b-d@the root- nal
consonant is guaranteed to be in the coda, and thus its gdegxpected to interact with

the length of the preceding vowel.
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In conclusion, the Dutch facts highlight two aspects of tmeoty: Firstly, they show
that while natural constraints are used to keep track o€#xrends, there is no necessary
connection between separate trends. If a language givegharhprobability to voicing
coronals than to voicing labials in its lexicon, speakerl ae able to learn these trends
and project them onto novel nouns. Secondly, speakers dyeabte to learn lexical
trends that are stated in terms of natural constraints. Wherlexicon gives a higher
probability to a voicing alternation after high vowels (dher vowel qualities), speakers
will fail to replicate this effect in their treatment of ndvevords. Speakers can only
replicate relationships like the ones between voicing awilel length, since vowel length
is naturally correlated with consonant voicing crossHiisgically, unlike vowel height,

backness, tenseness, or rounding.

4.5 Cloning and the typology of lexical trends

Using an OT-based model to account for lexical trends makedigtions about the
range of possible lexical trends and their relationshiph® tegular phonology of the
language. In this section, the predicted typology is exgroand its correspondence with

the observed range of trends is assessed.

4.5.1 Contrast neutralization and creation

Lexical trends, as | de ne them here, are observed in deriwedf xed forms. When
a morphological category is expressed overtly by af xatiafxation may cause some
phonological process to take place, or block an otherwigelae process (see Pater 2006
for arelated discussion). If the phonological process doesegularly apply to all eligible
af xed forms, or if the process is not blocked in all eligikdéxed forms, a lexical trend

arises. The two kinds of interactions are schematized if)(@06d (201).
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(200) Af xation neutralizes a contrast that exists in roots
Inroots: F M

In af xed forms: some roots require F M, some M F*#

(201) Af xation creates a contrast that doesn't exist in roots
Inroots: M F

In af xed forms: some roots require F M, some M F

The Turkish example previously discussed is of the neatralitype, as in (200):
Generally in Turkish, voiced and voiceless stops contrastvocalically, as in the minimal
pairata father' vs.ada’island’, showing thatbeNT(voice) ranks above *VtV,i.e. F M.

In nouns liketat tad-1 the voiceless [t] of the bare noun becomes [d] when intexhoc
showing thatat requires *VtV to rank higher tharbEnT(voice), i.e.M F.

Another lexical trend of the neutralizing type is nasal sitibgson in Tagalog, studied
by Zuraw (2000). In Tagalog, nasals can be followed by stop&le roots (e.ggindaj
‘unsteadiness on feet'), but when certain nasal- nal saéxare attached to certain stop-
initial stops, the nasal-stop cluster does not surfacéftdly, and a single nasal stop is
pronounced instead (e.g. /iaigaj/! ma-migaj to distribute’). Zuraw attributes nasal
substitution to the markedness constraiatsSuB (although she is doesn't commit to its
functional grounding), i.e. a markedness constraint thétteiely violable inside roots due
to high-ranking faithfulness, but the same constraint ra¢iges the nasal/oral distinction
in some af xed forms.

Lexical trends that create phonological contrasts, asGd ).2are attested in a number
of Celtic language¥’ In these languages, consonant mutation often creates mamso

or consonant clusters that are only attested in mutatedsfon@ver in underived forms

BEollowing Wolf (2008b), | am assuming that the effect of a kesiness constraint M can be limited
to derived environments using principles of OT-CC (McCwr2007a), and without having to hard-wire the
limitation to derived environments into the de nition ofdltonstraint.

1°The following discussion of Irish bene tted from the wisdariMatt Wolf and Emily Elfner.
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(N Chiosain 1991; Wolf 2008a). In Irish, for example, a ndlanitial [m] usually
mutates into a nasal glidey], but the mutation is blocked in some words. Sineg [
is generally banned in Irish, we can conclude tivat dutranks faithfulness constraints
such as bENT(cont). In derived environmentsy [ is usually allowed, but some words
exceptionally block mutation, such aseid ‘amount’, which does not turn intoWteid
Assuming that mutation is due to faithfulness to a oatingttee, as proposed in Wolf
(2007), Max ( oat) must outranktv for most words of Iristt® while the exceptions require
*W to rank above M\X ( 0at), leading to an inconsistent grammar that must belkebby

cloning.

4.5.2 Competing repairs
In addition to the trends that follow the schemata in (200) &201), a third kind
of lexical trend can be caused by exceptional ranking of taithfulness constraints, as

schematized in (202).

(202) Af xation respects markedness by deploying two differepairs
Inroots: M F1,F2

In af xed forms: some roots require M F1 F2,someM F2 Fl1

A case that can be described in terms of (202) is the zero-edalst tense of English
verbs, as discussed xi.1.2. In English, nal clusters of alveolar stops (t, d) aret
allowed, so the constraint that bans these clusters, *DDnaominated in the language.
There is no evidence that can bear on how these clusters page@ inside roots: A
hypothetical root such a§pEdd]could surface afpEd] [pEnd] [pEdId] or several other
options. In the past tense, however, compatingal and d- nal roots and their past tense

forms reveals that most verbs repair the alveolar stopelsisty epenthesis (e.fpald +

2ONote that Max ( oat) is not active in roots, since a hypothetical root withoating [-cont] in it could
give rise to [W], contrary to fact. So generally in Irisky *  MAX( oat), and the effect of Mux ( oat) must
be limited to derived environments.
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d/ ! galdlgd, while some verbs repair the cluster by deletion (ésgrEd + d/! sprEJ.
Verbs likeguiderequire * DD  MAx  DEP, while verbs likespreadrequire the opposite

ranking of the faithfulness constraints, i.e. * DD DEP MAX.

4.5.3 Exceptional emergence of the unmarked

The fourth and last kind of lexical trend involves a faithfess constraint that dominates
two con icting markedness constraints. In roots, the dfté¢he markedness constraints is
not felt, due to the overriding faithfulness. In af xed fosrhowever, allomorph selection
allows the markedness effect to emerge without a faithBdreost. This kind of lexical

trend is schematized in (203).

(203) Allomorph selection responds to competing markedness®ffe
Inroots: F M1, M2

In af xed forms: some roots require F M1 M2,someF M2 M1l

Trends that are structured as in (203), where there is ndfdifiiess cost to the irregular
behavior, are expected in irregular allomorph selectiamcé&allomorphs are selected with
no faithfulness cost (Mascard 1996 et seq.), the effeciftdrdnt markedness constraints
can emerge.

One case that is described in the terms of (203) is pluratrediph selection in Hebrew
nouns (see chapter 3 for a full discussion). Masculine nasuslly take the masculine
plural af x —im, but some masculine nouns exceptionally select the femipiaral af x
—ot. Most of those exceptional nouns have [0] in them, which Igasg is done to satisfy
LICENSHO), a markedness constraint that requires unstressed [bE tlicensed by a
stressed [0]. Since Hebrew roots allow unstressed [0] imtiieely, faithfulness outranks
LiIceNsHO) generally in the language. In af xed forms, regular neuake—im due to
MATCcH(gender), a morphological markedness constraint thainegjthe masculine suf x
on masculine stems, so for those noungi@H(gender) LICENSEHO0). Masculine nouns

with [0] in their root that select the femininetrequire LCENSHO)  MATCH(gender).
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An example that does not rely on morphologically-orienteshstraints, only on
phonological ones, comes from the Turkish aétidtees 1961; Napikoglu & Ketrez 2006).
This verbal suf x shows up in three forms, shown in (204). Tdstribution is regular in
all but CVC roots that end ifir, |, ng. The aorist suf x is simply [r] after vowel- nal
stems of any length; it is [-Iff after poly-syllables that end in a consonant; and [-Er]rafte
mono-syllables that end in an obstruent or glide. For monladsic nouns that end ifr, |,

ng, some roots take [-Ir], and others take [-Er].

(204)  shape of stem Af x Examples
V- nal -r de-r, ye-r, uyu-r, b&a-r
C- nal poly-syllables -Ir gerek-irlJal1SIr
Obstruent- nal mono-syllables -Er bit-er, op-er
-Ir kal-1r, gor-ur

fr, I, ng- nal mono-syllables
-Er dal-ar, or-er

The analysis in terms of markedness is fairly straightfedvance some simple
assumptions about Turkish stress are made. In line with $1§1895a), | assume that
stress in Turkish, which by default falls on the word- nalllsple, is trochaic, meaning
that the stressed nal syllable is in a foot by itself. Littkereported about secondary stress
in Turkish, but assuming it shows up on every other syllabbenfthe ultima, a mono-
syllabic stem like [bit] shows up in the aorist with an ungatsyllable: bi(t-ér). Longer
stems will have another foot before the stressed one: X&ehg. In other words, both
[-Er] and [-Ir] show up inside the strong foot of the word (thain stressed foot), but [-

Er] additionally demands to be in the initial, or leftmosbt®f the word. To ensure that

21l am indebted to Matt Wolf and John Kingston for their helplie following analysis.

22The capital | represents a high vowel that gets its backne$sa@undness from the preceding vowel.
The capital E represents a non-high unrounded vowel thatig&iacknes from the preceding vowel.

ZGlosses: say, eat, sleep, begin / need, work / nish, kisay, see / dive, knit.
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[-Er] only appears when it's inside the leftmost foot of therd, it is subcategorized to
the categorical alignment constraint lsNL-BY-FOOT,?* which requires that no foot be
preceded by another foot in the word (McCarthy 2003). In msyltables, AIGNL-BY-
FOOTIs equally satis ed by [-Er] and [-Ir], and the decision isgs@d down to &/HIGH, a

constraint that penalizes stressed high vowels (205-206).

(205)
/gerek +f -Er, -Irg/ ALIGNL-BY-F_g, *s/HIGH
a.+ (gere)(k-r) *
b. (gere)(k-ér) *|
(206)
/bit + f -Er, -Irg/ ALIGNL-BY-F_g, *s/HIGH
a. bi(t-r) *|
b.+ bi(t-ér)

In mono-syllables that end fir, I, ng, the constraint that penalizes stressed high vowels
conicts with a constraint that penalizes non-high vowekstvibeen sonorants, *RER.
The sonorantsgr, |, ng have a high rst formant, like low vowels, so *RER enforces
dissimilation in the height of the rst formant, penalizinige lack of contour created by

a sequence of sounds with a high rst formant.

24This subcategorization of an af x to a markedness constiiginlistinct from constraint cloning, and
belongs to the realm of prosodic morphology. For a more fas@xample, compare the subcategorization of
the Tagalog in x -um- to A IGN-L-BY-s in McCarthy (2003).

25The interaction between sonorants and vowel height iseetsewhere in Turkish: Coda, I, ng lower
a preceding to [ad across the board — presumably an assimilation effect. Aweted when the same
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(207)

ALIGNL-
/kal +f-Er, -Irg/ *RER *s/HIGH
BY-F_gr
a.+ ka(l-r) *
b. ka(l-ar) *|

CVR roots that take [-Ir], likekal, require *RER  *s/HIGH, while CVR roots that
take [-Er], likedal, require the opposite ranking. This in turn will lead to thening of

*RER. The ranking arguments are summarized in (208).

(208)
ALIGNL-
*s/HIGH *RER
BY-F_g;
a. gerek-ir gerek-er W L
b. bit-er bit-ir W
c. dal-ar dal-Ir W L
d. kal-rr kal-ar L W

Once ALIGNL-BY-F_g, is installed in (208), and the rst winner-loser pair is reved
from the Support, the conict betweernsfHIGH and *RER is apparent. Note that no
faithfulness cost is associated with the selection of tlmadrphs of the aorist, and all the

work is done by ranking general and lexically-speci ¢ matkess constraints.

phonetic factor causes both dissimilation and assimitaiticthe same language, the dissimilation affect is
more restricted: Dissimilation is operative only in allomb selection in verbs.
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It might be worth noting that the distribution of the Turkiahbrist is irregular only in
those cases where one sonorant from the aorist suf x and @merant from the root ank
a vowel. In other words, the irregular pattern is not phogaally arbitrary. My UG-
based analysis expresses this non-accidental nature afistréoution by the use of the
markedness constraint *RER.

The Turkish case is parallel to the analysis of the Englishyeffered above, which
crucially relies on the fact that the past tense consists @fi\eeolar stop and that the verbs
that exceptionally don't take it end in an alveolar stop. Tigtribution of the lexical
exceptions is not phonologically arbitrary, but ratheddals from a constraint against

clusters of alveolar stops.

4.6 Conclusions

This chapter presents a theory of speakers' knowledgeeagjutar morphology. | claim
that speakers use an Optimality Theoretic grammar to ifyemtegular patterns in their
lexicon and extract partial phonological regularitiesnfrat. The theory relies on the
Recursive Constraint Demotion algorithm (Tesar & Smolgnk898, 2000; Tesar 1998;
Prince 2002), augmented with a mechanism of constraintrgjaPater 2006, 2008b).

Once it is discovered that different lexical items requiiéedent constraint rankings,
a constraint is cloned, and each clone lists lexical itentk wi As the speaker learns
the words of their language, lexical statistics are grdgidalilt into the grammar. The
resulting grammar is able to give consistent behavior tedistems, and also project the
trend that is created by the listed items stochasticallg ontvel items.

| offer a formal theory of cloning, which involves the “legsipulated column” metric
for identifying constraints to clone, augmented with “magk, which is a measure for
preventing double-dipping, ensuring that lexical trends @presented correctly in the
grammar. | formalize the learning algorithm as a variant @ORwith error-driven

learning, including a method for nding underlying represaions. In order to make
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lexical statistics available to the grammar, the learnestrmake sure that these statistics
are not buried in the lexicon via the assignment of abstradetlying representations to
roots. | present an algorithm for minimizing the informatia the lexicon by assuming the
surface form of the base as the underlying representati@hbg minimizing the number
of allomorphs that af xes have. Minimizing the informati@amunderlying representations
has as a necessary consequence the attribution of morenation to the grammar.

The use of the constraints of Optimality Theory to expresicé trends predicts a
typology of trends. | explore this typology and show thatadlits predictions correspond

to observed lexical trends.
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CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS

5.1 Summary of the dissertation

This dissertation started with two empirical observatiabsut two biases that humans
have in their treatment of their lexicon: They ignore unnalfunteractions between
phonological elements (chapter 2), and they state gemat@ins based on the surface
properties of lexical items (chapter 3). These observatiware taken as evidence for
a model of grammar that has built-in expectations about #taralness of phonological
operations, and that states phonological generalizatiotesms of constraints on surface
forms. As it happens, Optimality Theory (Prince & Smolen$R@3/2004) is such a model,
and this work developed an OT-based model for learning #diyispeci ¢ phonology and
for projecting the learned statistics onto novel items ftba4).

In Turkish, voicing alternations affect stem- nal stopssome nouns (e.dat tad-
1 ‘taste'), but not in others (e.@t ad-1 horse’). While it is not predictable whether
any given lexical item will voice or not, voicing alternatie are tightly correlated with
the phonological shape of nouns when averaged over theolexiSpeci cally, voicing
alternations are correlated with the size of nouns, withidieatity of the nal stops, and
with the height and backness of the noun's last vowel. Whamnniag their language,
Turkish speakers don't content themselves with learniregatshavior of individual items;
they also learn about correlations between the shapes asrand the likelihood that they
will display voicing alternations, and when given a novelinpthey match its likelihood of
alternation to the likelihood of alternation of similar mmu The question was what nouns

count as being similar to the given novel noun. It turned bat the size of the noun and
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the identity of the nal stop were used in assessing sintyabut the quality of the noun's
last vowel was ignored.

The notion of similarity that humans use, then, is biaseddticea some aspects of
phonological structure and ignore others. | claimed thds ihot a coincidence that
universally, vowel quality never affects the voicing of aigidoring consonant, but
rather that this is due to Universal Grammar. Since UniteBammar doesn't have
a mechanism that correlates vowel quality with obstruenting, this correlation is
absent both from regular phonological processes crogstiBtically and from irregular
phonological patterns of exceptionality in individual ¢arages. In Optimality Theory, the
observed array of phonological processes follows from thecgire of CON, the set of
universal constraints. By deriving irregular patterns xéeptions from this same set of
constraints, the generalization about the natural pattgwf exceptions is predicted.

In Hebrew, the plural marker on nouns has two allomorplirs, and -et. While in
some contexts the choice of allomorph is morphologicalhwitn being masculine and
—ot feminine, the choice is also phonological. Masculine nowitk [0] in their stem are
more likely to select et than masculine nouns that don't have [0]. This irregulatgrat
was captured in OT in terms of lexically-speci ¢ rankingswoérkedness constraints. Since
markedness constraints assess output forms only, the @Utcpredicted that the choice
of allomorph depends on the presence of [0] in the plural stemhout any regard to the
vowels of the singular stem. Because nouns that have [oFin tural stem also have [0]
in their singular stem, Hebrew doesn't offer speakers ewtdeabout which stem matters,
and speakers could learn Hebrew equally well by genergliairer vowels of plural stems
or over vowels of singular stems.

To see which stem speakers look to in their generalizatiblebrew speakers were
taught one of two languages in an arti cial language expenmOne language pairedt-
with plural stem [0], and another paire@t-with singular stem [0]. In both languages,

vowel changes that are absent from real Hebrew restricled gppear only in the singular
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stem or only in the plural stem for any given paradigm. Spesalsere more successful
learning the language that pairedt-with stems that have [0] in the plural, as predicted by
the analysis that uses markedness constraints.

The formal properties of the proposed OT-based model weporeed and motivated
in chapter 4. In this model, the inconsistent behavior ofcigixitems under af xation
gives rise to con icting rankings of universal constraint$hese rankings in turn are used
to classify the lexical items involved by cloning consttaiand listing lexical items with
clones. The resulting grammar captures the behavior of knt@ms, so they can be derived
to correctly produce adult forms, and it also uses the kedatumbers of the recorded items
to apply probabilistically to novel items, as humans do.

The analysis of Turkish in chapter 2 had to proceed in whaeldd¥999) calls “inside-
out” fashion, i.e. assuming that the base is identical tsitdace form, without using
properties of derived forms to enrich the underlying formtloé base. This move was
generalized to a claim that universally, the underlyingrf@f the root is identical to the
surface form of the base, and that abstract underlying faradimited to af xes. The
implications for Turkish and a variety of other languagesenexplored. Finally, the range
of exceptionality that was predicted from the use of marksdrand faithfulness constraints

was explored and shown to be fully instantiated.

5.2 Future directions
This nal section explores some of the broader rami catiaishe proposals made in
this dissertation, speci cally with regard to the preditteaturalness of lexical organization

and the concomitant revised view of morpho-phonologicalysis.

5.2.1 Unnatural phonology
It was seen that Turkish speakers do not project the effedtvibwel quality has on

stop voicing in their lexicon onto novel items, and | haverkd that this is due to the
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unnaturalness of the correlation. | have also shown thatebalts in Ernestus & Baayen
(2003) are instructively similar: Dutch speakers projbet ¢ffect of vowel length on stop
voicing, but not the effect of vowel quality. Looking at réguphonological phenomena
in the languages of the world, it is seen that vowel lengthredates with stop voicing,

but vowel quality does not. Naturalness, it is claimed, deiees the range of possible
phonological interactions, and this in turn predicts thegea of regular and irregular
phonology.

The claim that all phonology is natural, however, is conérsial. Pierrehumbert
(2006) shows that English velar softening (e.glectrifk]  electri[s]ity) is extended
by speakers to novel items, yet this process is unnaturagéngihat it has never been
observed as a regular process in any language. The viewhbabfogy is not necessarily
natural is taken by Evolutionary Phonology (Blevins 2004set].), where naturalness
only affects diachronic change, but not synchronic gramnmfamore nuanced view is
offered in a study of Hungarian vowel harmony by Hayes ettalappear), who show that
Hungarian speakers project both natural and unnaturalgrieam their lexicon, but that the
unnatural trends are projected more weakly than the nadued. In an arti cial language
experiment, Moreton (2008) nds that speakers are biaséeta natural generalizations
more successfully, but unnatural generalizations areézhas well. Similarly, Kawahara
(2008) argues for a model of synchronic grammar that consbirsgural and unnatural
constraints.

Ultimately, the question is an empirical one: In what sitmag does naturalness bias
the behavior of speakers, and to what degree? The answezdifethis work, namely that
naturalness can prevent any learning of some aspect ofxteete may turn out, with the

accumulation of more evidence, to be too strong to be fullyegal.
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5.2.2 The search for underlying representations

A necessary component of making lexical trends availablehéogrammar, | have
shown, is assuming that roots always have surface-truerlyimderepresentations. This
approach was taken in Hayes (1999), who went as far as to suggag away with
underlying representations altogether, based on eviddratespeakers of Yidi do not
use derived forms to build consistent underlying represents for roots. Similar claims
about the role of the surface forms of bases were made ingkib{2008), mostly based
on evidence from historical change that suggests the ptstimg of the grammar after the
loss of phonological material from roots.

This approach contrasts sharply with the tradition in gatiez linguistics, which looks
to bases and derived forms to glean information about uyidegrrepresentations of roots,
with the stated goal of making the grammar as regular and rergleas possible (see e.g.
chapter 6 of Kenstowicz & Kisseberth 1979, and more recemidden 2005). This model
of the grammar has been explored formally under the rubfissrgery or contrast analysis,
using paradigmatic information to piece together an abstnaderlying representation
(Tesar et al. 2003; Tesar 2004; Alderete et al. 2005; Tes@6;2derchant 2008). The
goal of reaching a consistent grammar also informs the @gprtaken in Boersma (2001),
Apoussidou (2007), and Jarosz (2006).

The evidence, it seems to me, is squarely on the side of thbealan't allow abstract
underlying representations for roots. Speakers use graicah#ools to predict derived
forms from the surface forms of bases, and the (partiallgdigtable information that
speakers have should be made available to the grammar, &ihd relegated to the lexicon
via abstract underlying representations. This is not totsayever, that the issue is closed.
Speci cally, two thorny issues remain: The role of undemlyrepresentations in the proper
treatment of opacity, and their role in the treatment of secé phonology.

Opaque generalizations are ones that depend on some gropéne UR, not on the

surface form. For example, Beduin Arabic allows [a] in opgltables only in syllables
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that were opened by epenthesis, and not in syllables thatpeme via a faithful parsing of

the input (McCarthy 2007a). The learning mechanism offanellis dissertation would not

be able to learn such a generalization. There is hope, haytbe¢ a mechanism along the
lines of the “free ride” algorithm (McCarthy 2005) could lmeorporated to give the learner
access to such hidden generalizations. Moreover, littkatav about speakers' behavior
when faced with the need to learn both irregular phonologl@maque phonology in the
same language, and hence any attempt to reconcile thessp&ota of phonology should
be accompanied by an attempt to collect the relevant enapigdence.

Another challenge for a theory that rejects the possibditynon-surface-true under-
lying representations for roots comes from the range of pimema known as sentence
phonology. In Chizigula (Kenstowicz & Kisseberth 1990); fastance, some words that
have a Low tone throughout in isolation will appear with a lHigne after the copulai,
and some other words will appear with a falling tone afterdhme copula. Kenstowicz
& Kisseberth (1990) use these alternations to motivataattsinderlying representations
that include tones that never get realized in their undeglyiosition. The challenge to the
learner and to the analyst is the need to attribute the chiarthe surface forms of words
to some phonological element of the phrase, and since tkeo$ighrases is unbounded,
the range of hypotheses to entertain is also, at least osigsit, unbounded.

It is instructive, perhaps, that word-level phenomenarofezapitulate the phrase-level
phenomena: In Chizigula, the appearance of a contrast batingh and falling tone is also
seen word-internally under pre xation. This means thatdpeaker can rst learn a certain
amount of word-level phonology from the pre xes and suf xektheir language, and if
they can generalize these lessons to inform their hyposheseut the phrasal level, then
perhaps most of the work will be done. Additionally, the rard non-local phonological
interactions between words at the phrase level is essignlilsited to tone; all other
phonological features can only cross word boundaries il loteractions via assimilation.

These facts suggest that the space of hypotheses that thikeeseas to search is not, in
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fact, unbounded at the phrasal level, and that the spaceecimibed by language-speci ¢
learning of the word-level phonology and by universal exggons about the range of

phenomena that are accessible to the phrasal phonology.

5.2.3 Issues in lexical organization

The phonological analyses offered in this work incorporatgreat deal of lexical
information into the Optimality Theoretic grammar, in therh of constraint clones that
are associated with lists of stems. One wonders, then, whiagifull range of interactions
that should be admitted between lexical items and the granand how these are learned.

Widely used and essentially uncontroversial are conggéiivat refer to lexical classes
such as nouns (see Smith 2001 for a review). The need forsgdeci ¢ grammars has also
been widely recognized in the literature, starting with @imalysis of Tagalog in xation in
terms of af x-speci ¢ alignment constraints (Prince & Sneoisky 1993/2004; McCarthy
2003), and expanding to other domains of prosodic morplykgin, e.g. Flack (2007b),
Gouskova (2007), andt.5.3 above. In these cases, the grammar is enriched wéterefe
to morphological categories such as “noun” or “benefattikiat are needed elsewhere in
the grammar, and are thus not assumed to add much of a burtdenlearner. However, a
formal mechanism for learning these constraint indexatistyet to be proposed.

Making a connection between the grammar and an arbitratyofidexical items,
however, has also been proposed under the name of lexiadilcgttion (Itd & Mester
1995, 1999, 2003; Kawahara et al. 2003; Féry 2003; BeckBB;2Gelbart 2005; Rice
2006; Jurgec 2009, among others). The association of grasnwith arbitrarily de ned
lists of items is conceptually akin to the treatment of l@kiexceptions offered in this
dissertation, and perhaps these two areas of phonologydshethandled with the same
theoretical machinery. Much of the work on lexical stra#itoon is interested in the
clustering of phonological properties, such as the charaettion of Yamato Japanese

by several different phonotactic restrictions, whereagtd exceptions as de ned in this
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dissertation involve just one phonological process. Iflibis of items that are associated
with different clones are biased to be similar to each ottiem maybe the clustering of
phonological properties could be derived: Being exceptiamone way will bias towards
being exceptional in some other way, thus creating phoncaddlg-de ned clusters in the

lexicon.

5.2.4 Lexically-speci c grammars and phonotactics

This dissertation focuses on paradigmatic relations betweords, using them to learn
a grammar that derives one morphological category fromhanpthis learning happens
separately from what the speakers learns about the statiopdictic generalizations about
their language. This is possibly a shortcoming of the thesince morpho-phonological
alternations have been claimed to recapitulate the photicgaof the language (“the
duplication problem”, Clayton 1976; Kenstowicz & Kissetbed977), and Optimality
Theory is expected to be able to unify these two aspects qittheology (McCarthy 2002;
pp. 71-75).

An interesting idea in this direction comes from CoetzeeD80who suggests that
phonotactics are learned by promoting word-speci ¢ clooiefgithfulness constraints one
by one, instead of promoting lexically-neutral constrajrats is generally practiced. It is
possible that this approach can be shown to produce theeattkimds of knowledge that

speakers have of the the phonotactics of their languagéhisuwork is yet to be done.
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