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Since McCarthy and Prince (1986), most linguistsehalaimed that the
minimal content word of a language is equivalenti® minimal foot allowed
by the language. In this paper | survey minimafduestrictions in over fifty
languages to show that the minimal word syndromeotsconnected to foot
structure. Instead, in some cases the minimal wbedlanguage is connected
to stress properties of the right and/or left eddethe word. For many
languages the independently necessary right edgstramt prohibiting final
stress, MN-FINALITY (Hyman 1977, Prince and Smolensky 1993, Hung 1994,
Walker 1996), predicts minimal word constraint® Handle left edge effects,
| introduce a constraint disfavoring stressed &jdla which are not preceded
by unstressed syllables (which therefore disfavnitial stressed syllables),
UPBEAT. In a great many other cases, | show that thereot even a
connection between stress and minimality. | actdanthe minimal word
restrictions in these languages with the phondyicabtivated constraint B
LONG, which penalizes short words.

1. INTRODUCTION!

Since McCarthy and Prince (1986), minimal word data have taden
as important evidence for foot structure. They and sthigrce have
claimed that the minimal content word of a languagkdésame size as
the minimal foot allowed by the language. So, if a lagguallows
degenerate CV feet in disyllabic or longer words, thés éxpected to
have CV content words. On the other hand, if a langymghibits
such feet in disyllabic or longer words, then it is expected to have
CV content words.

For example, on a standard analysis of Latin, CVX sylt&apiéhere
CVX encompasses both CVC and CVV) may form feet oir then,
while CV feet are prohibited. As a result, we getftilewing metrical
structures:

(1) a. a.(mi)<ku:s> ‘friend’
b. (simu)<la:> ‘similarity’
c. *si.(my<la:>

The final syllable is extrametrical in both caseas. (d), sincami: is a
heavy syllable, it can form a foot on its own. Oa tther hand, (c) is
impossible, sinceny, being light, is unable to form a foot by itself; for
this reason, stress appears on the antepenultimiblsyhs in (b).

| thank Matt Gordon, Bruce Hayes and Donca Sterfadtheir many helpful comments
on this work.



Given that the CV foot in (1c) is disallowed, it ist soirprising that
underlying CV monosyllables must undergo lengthening:

(2) da=>(d3, *(d§ ‘give’

The second form in (2) is ruled out because it is a degentot, and
such feet are prohibited in Latin, as also illustratedhleyinfelicity of
(1c). Thus, the size of the minimal word in Latin (CMX said to fall
out from the independently necessary foot structure ofahguage
(Mester 1994, pp. 22-3).

Since the appearance of Optimality Theory on the pogical
scene (Prince and Smolensky 1993), McCarthy and Princgmal
position can be weakened somewhat. For example, thkcityf of
(1c) need not show that Latprohibits degenerate feet, but rather just
that it disprefers them. In Prince and Smolensky (1988)imal word
restrictions come fromBIN, an OT constraint which says, “Feet must
be binary”, that is, either CVX or disyllabic. On thigproach, (2) does
not strictly follow from (1).

Optimality theoreticians, nevertheless, have generalintained a
weak version of McCarthy and Prince’s claim, as isewvt from their
use of the ®BIN constraint (or similar constraints) to deal with
minimality. Their thesis could be stated simply arfdrimally as:

(3) There is a connection between the foot structure
of a language and its minimum word.

In this paper, | examine stress patterns and minimal vestdctions
in over 50 languages. | show that there is no conmebigbween foot
structure and minimal word size (section 2). Althougbréhdoes
appear to be a connection between stress patterns adnivomality
in some languages, this can be captured without using feetiba
constraints, but rather with constraints on the placérmemain stress
(section 3). In other languages, there is no cororecti all between
stress and word minimality. Such languages provide evidemwca f
constraint against short words (section 4).

2.MINIMAL WORDS ARENT MINIMAL FEET

The most elaborate and empirically tested theory ofiwiminimality in
the spirit of McCarthy and Prince’s original claim cha found in
Hayes (1995). For Hayes, the question of whether oarahguage
allows subminimal CV words boils down to a basic patamef the
theory, whether or not degenerate (CV) feet are altbwnder main
stress in surface phonology.If degenerate feet are allowed, then
MW=CYV; if not, then the minimal word is the smallestlable in the

2 Hayes argues that degenerate feet are totallpéadlunder secondary stress.



language that can constitute a foot on its own, usudlgreCVV or
CVvC.

Thus, Hayes’ theory makes two sorts of predictionisst,kf there is
evidence that a language forms degenerate CV feet ifladisyor
longer words, the theory positively predicts that tldsguage will
possess CV content words. Second, if therendsevidence for
degenerate foot formation from disyllabic or longer wottie theory
predicts thatif CV content words are disallowed, then the minimal
content word will be the minimal foot the languageatio

In the following subsections, | show that both of theowe
predictions are incorrect. First, languages in whichlldisiz or longer
words provide evidence for degenerate CV foot formatioed neot
have a CV minimal word restriction (section 2.1). Secdanguages
which disallow CV words often do not have minimal wotlat are
equal to the minimal foot size predicted by foot-theoryn d
considerable number of cases, there is a mismagchiqs 2.3); and in
some cases the minimal word is longer than the minimal $ize
(sections 2.2 and 2.6).

Other evidence against the purely foot-based approachotd-w
minimality comes from syllabic trochee languages, Widften employ
a minimal word constraint of CVX, even though ther@dsevidence
that CVC (or CVV) plays a role in the computation of fettucture
(section 2.4); from unbounded stress languages, wherenegider
foot structure is scant, but the same minimality reigdns are observed
(section 2.5); and from languages which base stress wal \quality
distinctions, which behave just like other languages$ wéspect to
minimality (section 2.6).

In conclusion, the point that will ultimately emerge i that a foot-
based theory is inherently unable to account for thaimaility
typology. As | already pointed out, an Optimality Theéiorapproach
with violable FBIN affords a great deal of flexibility. Rather, the
point is that the minimal word syndrome does not offempelling
evidence for foot structure.

Before proceeding, | should comment briefly on the rebea
methodology employed in this section. In a minority afesa data on
word minimality is explicit, either in Hayes (1995) or inagmmars,
dictionaries, or other primary sources. For mosthd tanguages
discussed here, however, such data is not explicit. Ehatrimary
sources usually do not state what the minimal comemtd of a
language is. Thus, | often say that language X disallowWswords
because | found no such words in an article about X, @agrammar or
dictionary of X, citing the relevant source(s) withoutingtthat | have
only reached my conclusion by inference. In many sasech
determinations are probably well-justified, given theesiof the



grammar or dictionary consulted. In some cases, howgixan the
paucity of data on the language, uncertainty remains.

A second important cautionary note concerns the defirsi of
“function word” and “content word”. Usually, the clas$ function
words will include determiners, pre/post-positions, exaldons and
the like, but it may also include existential verbs, woeds “yes” and
“no”, personal pronouns, and other (arguably) intermediates.

A related question arises when considering the statusafs with
special intonational properties. For example, | categosome
languages as having a CVX minimal word restriction g¢henagh they
may have subminimal number words or imperatives.When
exceptions to word minimality are few and systemdliis, sfeems to me
to be the most sensible way to proceed. Although sistlessare
orthogonal to the main point of the discussion, itpartant that they
be made clear.

2.1.Degenerate Foot Formation does not Imply Degenerate Words

Cahuilla is a left-to-right moraic trochee languagewhich words
beginning with LH (L=light, ie CV or CVC; H=heavy, CV¥r CV?)
are argued by Hayes to provide evidence for degeneratepfed3p-
140). Consider the following example:

(4) /LHL/: sdka?ti  ‘the deer (objective case)’
(Seiler 1977, p. 28)

In (4), main stress is assigned to the initial CV $&j8a while the
following CV? is stressed because it is heavy. Hayesepts
compelling evidence that the final stress in (4) is dughtmetic final
lengthening (p. 137), which leads to the following metaition:

(5) (si)(kaR)ti

The initial foot,(su), is a degenerate CV foot under main stress, which
means that Cahuilla should allow CV words. However, tilniss out

to be wrong. While there are plenty of CVX words irmGila—egnet
‘ceremonial chief (Seiler 1977, p. 32) an@h ‘ten’ (p. 22)—the only
CV words are grammaticaku ‘indeed’ (p. 193: always clause-final
and always unstressedju ‘still’ and tu ‘only’ (p. 195: both clitics)
(Seiler 1977, Seiler and Hioki 1979).

Within Optimality Theory, we can assume that the unusual
metrification in (5) arises from a dual desire to st initial syllable
and to stress all heavy syllables. Or, to put it ot &tructural terms,

3 mention number words and imperatives becausgve liound more than a few cases
where just one or the other of these classes oflsvare allowed to violate otherwise
strict minimal word restrictions.



from a dual desire to align a foot to the left edge ofwioed and to
always have heavy syllables constitute feet by themse Either way,
a degenerate foot is constructed at the left edge of thet wBut this
has no effect on Cahuilla’s minimal word.

2.2.Disyllabic Minimal Words may be Larger than even Maximal Feet

Hayes observes that the minimal word in Nyawaygi is exaegtion
his treatment, since it has heavy syllables but defimesinimal word
as a disyllable. Apparently, “this suggests that the ptyliof ...
Nyawaygi should be localized in [its] unusual minimal dvopnstraint:
[it] defines the minimal word as a maximal foot, rathithan the
minimal foot that is usually found” (p. 105).

In fact, however, Nyawaygi fits into a natural cldbat can be
explained without reference to foot structure. Theofailhg languages
all have disyllabic minimal word requirements:

(6) Languages with disyllabic minimal word requirements
Cayuvava (Bolivia; Key 1961)
Cavindia (Tacanan, Bolivia; Key 1968)
Dyirbal (Pama-Nyungan, Australia; Dixon 1983)
Nyawaygi (Pama-Nyungan; Dixon 1983)
Kuuku-Ya?u (Pama-Nyungan, Cape York; Thompson 1976)
Bidyara/Gungabula
(Pama-Nyungan; Hayes p. 199, Breen 1973)
Pitta-Pitta (Pama-Nyungan; Hayes p. 201)
Diyari (Pama-Nyungan; Austin 1981)
Wangkumara (Southwest Queensland; Hayes p. 202,
McDonald & Wurm 1979)
Yukulta (Australian; Keen 1983, p. 196)
Uradhi (Australian; Crowley 1982)
Carib (Cariban, Surinam; Hoff 1968)
Hixkaryana (Cariban, Northern Brazil; Hayes p. 206)
Hopi (Northern Uto-Aztecan, Arizona;
Jeanne 1982, Seaman 1985)

One property that all of the above languages have imaooris that
they never assign main stress to final syllableusT it is conceivable
that disyllabic minimal word requirements result frone ttonstraint
NON-FINALITY ,  which prohibits final main stress (Prince and
Smolensky 1993; see also section 3).

Interestingly, a unified explanation of these cases atargly on
Hayes’ definition of the minimal word as a “maximabf’. This is

4 A few disyllabic words in Dyirbal have monosyllabalternants with long vowels,
though these “are less frequent realizations”, eding to Dixon (1983, p. 17).

® There are a very small number of monosyllabic séntthe Uradhi dialects, but judging
from the conjugations in Crowley (1982, p. 361kd6 verbs never occur in isolation as
phonological words.



because Carib and Hixkaryana set MW=HL, even though they a
iambic; (HL) is not a maximal iambic foot—in fact, i generally
considered to be a prohibited iambic foot (see Hayes§). 20

A foot theoretic approach framed within OT could alaptare the
minimality restrictions in (6), but only, as far asanctell, by adopting
the same constraint I've suggested is relevaoty-RINALITY , defined
not in terms of foot structure but rather in termsstoéss. Thus, the
restrictions in (6) are not connected to foot structure.

2.3.Foot Structure “Heavy”# Minimum Word “Heavy”

Another argument against the standard foot theoretioapiprto word-
minimality comes from languages that count CVV as heand/CV(C)
as light. More often than not, if such languages havannail word
requirements they set MW=CVX, in spite of the fact @@8%C cannot
constitute a foot on its own (at least not in diyit or longer words).
In 2.1 above | gave one example of this: Cahuilla, in wioicly CVV
and CV? are heavy, permits “degenerate” CVC words, butQvbo
words. Below | give a list of such languages (see Gordon 1 9&6)
their stress patterns and minimal word restrictions:

(7) Languages in which CVV is heavy and CVC is (usually) light

Language Type MW
Khalkha Mongolian (Altaic) leftmost non-final CV\g]se initial (?) CVX
(Street 1963, Walker 1996)
Buriat (Altaic) “ CVX
(Walker 1996, Poppe 196@ar ‘hand’ p. 11,em‘medicine’ p. 14;
bi ‘I' p. 48, ba‘and’ p. 82)

Gurkhali (Indo-European) CVX
(Meerendonk 1944in ‘day’ p. 7,top ‘gun’ p. 9,ghar ‘house’ p. 10)

Paamese (Austronesian) antepenultimate X CV
(Crowley 1982gul ‘he swam’ p. 13ven ‘its handle’ p. 17)

Hupa (Na Dené, Golla) leftmost CVV CVvX
(Matt Gordon, personal communication)

Yupik (Eskimo-Aleut) LR iambic CVvX
(Reed et al 197k person’,meq‘water’)®

Cahuilla (Uto-Aztecan) LR moraic trochee V>

Wintu (Penutian) CVvX

(Pitkin 1984 pot‘intestines’ p. 30fa? ‘child-in-law’ p. 31,
vs.ni ‘I' p. 20, mi ‘you’ p. 37)

Huasteco (Mayan, Mexico)  rightmost CVV, else aliti CVX
(Larsen and Pike 1948a?‘water’ p. 271 hom‘incense’ p. 276)
Aguacatec (Mayan) rightmost CVV, else final CVvX

(McCarthur and McCarthur 1956)

% In some dialects of Yupik, word-initial CVC syllas are counted as heavy.



Murik (Lower Sepik) leftmost CVV, else initial cvx’

(Abbott 1985)
Maithili (Indo-European) RL moraic trochee Cwv
(Hayes pp. 149-162—especially p. 152, Yadav 19&tlav 1996)
Kawaiisu (Aztec-Tanoan) final CVV, else penultimat Cvwv

(Zigmond, Booth and Munro 1990)
Wargamay (Pama-Nyungan) stress on initial or secootfinal Cvv
(Dixon 1981:ma:l ‘man’, wi: ‘sun’ p. 18)
Winnebago (Siouan) ternary iambic CwVv
(Hayes pp. 346-364, Miner 1979, Morrison 1994:
hés ‘berry’ p. 6,h€ ‘fur, hide’ p. 34)

Menomini (Central Algonquian) LR iambic (%474
(Bloomfield 1962, 1975)

Malayalam (Dravidian) initial, unless second €\¢C) Cwv
(Hayes pp. 92-3, T. Mohanan 19&#9:fire’)

Lardil (Pama-Nyungan) initial Cwv

(Hale 1973, Klokeid 1974jaa ‘foot’ p. 55,peedti-tree species’ p. 57)

The data above suggests that there is no direct connéetiseen
what counts as heavy in a language and what the mininrdl efdhe
language is. In the pre-OT Hayesian framework, sucbnaection is
expected: typically, heavy syllables will be allowed tastdute feet on
their own, while sub-heavy syllables will not. In an @@mework, on
the other hand, the data can be accounted for, thoughm reotvery
illuminating fashion.

2.4.Unbounded Stress Languages have Minimal Words but no Feet

Unbounded stress languages can be divided into two genpes: ty
stress rightmost/leftmost heavy syllable, else ngist/leftmost
syllable (="default-to-same”); and stress rightmo#tthest heavy
syllable, else leftmost/rightmost syllable (="defatgitopposite”), with
the additional complication of ®h-FINALITY (Walker 1996; also see
Hayes pp. 296-7 for examples and discussion). Neither typdps
much evidence for binary foot-structure, although foatelaanalyses
are of course imaginable (see Prince 1985). The tradittoradysis of
such cases employs unbounded feet, although there hasoeeweany
independent evidence for such constituents. In fact, alkeW(1996)
shows, the entire typology of unbounded stress languagesasiy be
accounted for by using constraints that any theory otstadready
needs, without making reference to foot structure.

In spite of the fact that unbounded stress systemsderawtoriously
poor evidence for foot structure, they display the saonts &f word-

" The only CV words cited by Abbott (1985) are tts and 2nd person pronouns, and
two verbs,di andtwi, but | could find no indication as to whether at these verbs can
be used in isolation.

8 As Hayes points out, vowels in CVC syllables resésluction, and thus it may be
plausible to count such syllables as “heavy”. @idlee highly restricted distribution of
CVC syllables in Maithili, however, the data is sammat difficult to interpret.



minimality phenomena observed elsewhere. (Most offéllewing
table has already appeared above in (7), but is repeaied ber
convenience).

(8) The minimal word of unbounded stress languages

Language Type _MwW
Buriat (Altaic) Ift non-final CVV, else initial CVX
Khalkha (Altaic) “ CVvX
Huasteco (Mayan) rightmost CVV, else initial CVvX
Aguacatec (Mayan) rightmost CVV, else final XV
Murik (Lower Sepik) leftmost CVV, else initial CVvX
Amele (Gum, Papua NG) leftmost CVC, else initial Ccv

(Roberts 1987)

As far as | know, noone has systematically discussed minima in
unbounded stress languages. There are thus no predidctons
(dis)confirm. Faced with the data in (8), the foot-latbeorist has two
options: either to take the data as evidence for minfest and then
analyse these languages using feet; or to analyse sunghatzes
without feet, in the manner of Walker (1996), and thersag that
minimality is not always dependent on foot structure.

I will pursue the second approach, since Walker’s rireat of
unbounded stress languages is convinving, while the dipgroach
relies on a putative connection between minimal fewt einimal
words that draws no support from the data.

Notice again that the majority of the above languageg @YX
minimal words even though CVC does not count as heavthén
computation of stress.

2.5.Syllable Trochees do not Support Foot Structural Approach

The table below lists minimal word requirements in a lygically
diverse range of syllabic trochee languages:

(9) Minimal word restrictions in syllable trochee languages

Language Type MW

Macedonian (Slavic) antepenultimate CVvX
(Lunt 1952, Comrie 1976)

Polish (Slavic) penultimate + LR trochees XV
(Comrie 1976, Bulas et al 1961)

Garawa (Karawic, Australia) initial + RL trochees CVX
(Hayes p. 203, Furby and Furby 1977)

Dalabon (Guwinyguan) LR trochees CVX

(Capell 1962ngu?‘the inside/guts’ p. 9&had‘a stone’ p. 100)

9 Hayes categorizes Dalabon as a language withaninamal word constraint (p. 199).
However, my search of Capell (1962) revealed onty €V content wordsno ‘bone’ (p.
96) andbi ‘(native) man’ (p. 100). Every example sentendhthe latter in connected
speech, however, has a long voviei:mondi ‘a good man’ (p. 104)i: gening? ‘person-
what=who?’ (p. 106)bi: baladanjburin, g:g bila?jel engormin ‘the men were angry, and



Pintupi (Pama-Nyungan) LR trochees c¥x
(Hansen and Hansen 1969)

Anguthimri (Paman) LR trochees CVG
(Crowley 1981 baw‘tooth’ p. 189 t'ay ‘penis’ p. 190; see also p. 154)

Cavinena (Tacanan, Bolivia) RL trochees CvCcv
(Key 1968)

Chama (Tacanan, Bolivia) RL trochees Ccv
(Key 1968:di ‘mosquito’ 66,do ‘howler monkey’ p. 65)

Warao (Paezan, Venezuela) RL trochees Ccv
(Osborn 1966)

Nengone (Austronesian) RL trochees Ccv
(Tryon 1967ap’a ‘grandfather’ p. 4ne‘thunder’ p. 8)

Dehu (Austronesian) LR trochees Ccv
(Tryon 1967bp’u ‘dream’,ta ‘seat’ p. 4)

Ono (Western Huon, NG) LR trochees CcVv

(Phinnemore 198%a ‘sugercane’ p. 175)

Syllabic trochee languages present a dilemna rather thike
presented by unbounded stress languages. In the above casbs, w
that are disyllabic or longer do not provide any evidelfioe
monosyllabic feet, so the observed word minima can rirerge not be
predicted on the basis of foot structure.

One might expect to find evidence of monosyllabic foomnation in
words of odd-length. However, | have not been able thdimy. All of
the above LR trochee languages main stress the injliabke, and all
of the above RL trochee languages main-stress the peatdtsyllable
(where a distinction between main and secondaryssisasoted in the
sources consulted). This means that the only monobsylfaet that
might arise in odd-length words are under secondary stwbésh does
not appear to be connected to minimality restrictioreny case.

Thus, syllabic trochee languages, whether for goodomnsasr
whether simply for reasons having to do with inadequaderce
material, do not support a foot structural approach tawanima.

2.6.Vowel Quality Languages still have CVX Word Minima

Several languages assign stress on the basis of voweltyquali
distinctions, either the distinction between full aeduced vowels—eg
Chuvash, Ossetic, Mari, Au, Javanese, Malay, Lushootgdgdor—

or that between non-high and high vowels—Jaz'va Korordvin, etc
(see Gordon 1996, p. 9). Javanese, for example, is adgagvhich
main stresses the penult, unless it is a schwa, iohwtdse main stress
falls on the ultima. Hayes suggests a possible righaftoiamb
analysis with syllable extrametricality, where shles with schwa are
light while syllables with other vowels are heavy (p. 263).

set fire to the hut’ (p. 114). | will thereforesasne that such lengthening is automatic
and that it applies tmo‘bone’ as well.

% As in many Australian languages, most words irtijinare disyllables, and there are
only a handful of CVV monosyllables.



Under such an approach, it is plausible to assume theatasy
syllable, ie one with a non-schwa vowel, can constiautfoot on its
own, while a syllable with schwa cannot. Similar geat are
imaginable for other languages of this class, with #eilt, in each
case, that a heavy syllable is one which consisssfofl vowel, and a
light syllable, one with a reduced vowel. Similarly fbe languages
utilizing vowel height distinctions.

Though such analyses may be coherent on foot theauetinds,
they make the wrong minimal word predictions, becausecthiss of
languages behaves just like the other languages we'vesémn Jhat
is, CVX is a frequent minimal word for languages of tHass, even
though CV—without a coda consonant but with a full/non-high
vowel—is sufficient to count as heavy. Languages of¢lsiss along
with their word minima are given below:

(10)Languages that stress on the basis of vowel quality

Language Type _Mw
Lushootseed (Salishan) leftmost full V, else alischwa CVX
(Hess and Hilbert 197%ad ‘father’, poc ‘fall down’ p. 154,
Jog ‘high’ p. 167; buk"i ‘the/a’ p. 161,
ga‘a lot, much, many’; see also Hess 1976)
Chuvash (Turkic) rlghtmost full V, else initial CVX
(Hayes, p. 296; Krueger 1961)
Javanese (Austrone5|an) penult unless schwafieide cvx*?
(Hayes p. 262, via Herrfurth 1964; Clarke Horn&4:9
bol ‘a bowl-shaped container; rectum’ p. 87,
met'soldier's cap’ p. 377)
Au (Torricelli, NG) leftmost full V, else initia Cf
(Scorza 1985wi ‘day’ p. 230,nu ‘wood’ p. 240;
m# ‘men’ p. 231 wit ‘village’ p. 230,
sak'pig’ p. 226,k4n ‘he went’ p. 244)

Notice in particular two interesting cases. In Agaw or reduced
vowels includea, the mid central close unrounded vowel that appears
in ‘he went’, and, the high central close unrounded vowel that appears
in ‘men’. While CV words are allowed only if V is fulCVC words
are allowed if V is fullor reduced, even though a CVC syllable with a
reduced vowel doesn’t count as heavy in the computatiotresfss as
the following examples indicatenitzk ‘man’, with two light syllables,
versuskAwat ‘he gives’, with a light syllable followed by a heavy
syllable!® This is strong evidence against an approach thatuaésib
word minima exclusively to foot structure, for in sucthaory CVC
with a reduced vowel should behave identically to CV witteduced
vowel, yet the latter is prohibited.

" The only CV words listed in Krueger (1961) areamdiful of CV verb roots used in
isolation as imperatives, which, as | noted earhxee typically prosodically exceptional,
and “a small class of nominals endmg in—u” (p1)10

2 Most words are disyllabic, and many of the CVC amare transparent borrowings.
Most CV words are grammatical words, with the exicepof a set of “words” which
result from a regular process of dropplng finaladylles of (certain) disyllabic words in
informal speech, ega <=> GAWA, SAGA, UGAClarke Horne 1974, p. 180).

13 Scorza (1985) cites very few examples of CV comerds.



The second case of interest is Lushootseed, which caytiables
with schwa as light. In Lushootseed, the minimal war@CVX, but
again, V can be either a full vowel (eg ‘father’) ohwa (eg ‘fall
down’), even though syllables with a reduced vowel do wantas
heavy in the computation of stress.

2.7.Conclusions

In summary, the above survey has established that iiere direct
connection between foot structure and word minima intrnoases,
perhaps in all cases.

In some cases—for example the disyllabic minimal wardylages
discussed in section 2.2—the minimal word restrictionoisnected to
stress. To reiterate, these languages never stredssfittables in
disyllabic or longer words. So it should not come asirprise if they
disallow monosyllables. If 8N-FINALITY is undominated in these
languages, then all words will have to be at least disgll There are
many other cases where the independently necessaryohtfoat-
theoretic constraint ON-FINALITY plays a role in  minimality
restrictions. | discuss them at length in section 3.

However, in the majority of cases examined above, not isntlge
minimal word size not connected to foot structure, big itot
connected to stress patterns either. In Cahuilla, degte feet are
permitted in longer words, but still the minimum word M>C(section
2.1). In many languages, heavy for the purpose of stssfgnanent is
not the same as heavy for the purpose of word minimdadibguages
that count CVV as heavy often have CVX minimal wordst(ea 2.3);
and languages that stress on the basis of vowel qualiipatiishs,
where CV(C) is heavy for some values of V and lifgintothers, still
may have CVX minimal words, regardless of the value db&ttion
2.6). Finally, languages that are not traditionally useargsments for
foot structure—unbounded stress systems and lexical stress
languages—still have minimal word restrictions, veryrofia/X.

The survey therefore should cause us to reask the questigrdo
languages have minimal word restrictions? And why i$ thiaimal
word so very often CVX?

Though | cannot do full justice to these questions in thpempan
section 4 | do address them, starting with the observétiat CVC and
CVV, although often treated differently phonologicalbre equally
long, phonetically speaking. | then introduce the traird BE-LONG,
which penalizes short (CV) words. This constraint #irely
independent of foot structure and stress, and | will atbae it is
motivated by phonetic and processing considerations.



3. NON-FINALITY

Several authors have argued on independent grounds thit N
FINaLITY , formally a constraint against final stress (fipsbpposed by
Prince and Smolensky 1993), is an important and necessasiraint.

It is supported by the numbers in Hyman’s (1977) stressdggothe
strongest stress in many languages is on the penultisydtble,
despite the final syllable’s demarcative advantage.thBurwork by
Hung (1994) showed that final stress avoidance is widespreaathn
trochaic and iambic languages, and work by Walker (1996) added
NON-FINALITY to the list of constraints determining the typology of
unbounded stress languages.

In this section | show that the independently motivatedstaint
NON-FINALITY can account for the minimal word constraints of many
languages. At variance with previous authors, howewsil] (a) only
be interested in the dW-FINALITY constraint which governsnain
stress, as the distribution of secondary stresses dvesppear to be
connected to word-minimality; and (b) subdivideNNFINALITY into a
hierarchy of universally ranked constraints, which exgessgradient
interpretation of the constraint: the closer thesstrto the right edge of
the word, the worse the violation 0bN-FINALITY :

(11) Ne(cv) >> NF(cvx) >> NF(CvXx)
A word final CV(X(X)) syllable may not beamain stress.

That is, it is worse to main stress a final CV aylé than it is to main
stress a final CVX (ie CVV or CVC) syllable, and so. oFor the
purposes of evaluating (3), | will assume that stressrinaity realized
on the first mora of a heavy syllable, eg C'VV and C'\cee Kager
1993).

The logic of this section is simple: iff¢v) is undominated in a
given language, then that language will have no CV worfddv(cvx)
is also undominated, then it won’t have CVX words eithend so on.

| first examine right-to-left languages (section 3thgn languages
that never stress final syllables (section 3.2), amall§ languages that
assign exceptional final stress (section 3.3).

3.1.Right-to-Left Languages
The class of languages that main stress word-finkdldgk if they are
CVX, but not if they are CV, tend to have a minimaird/ of CVX.
This follows straightforwardly from the following rankjn where
EDGE-LEFT/RIGHT is defined in (13), L in (14):

(12) Nr(cv) >> ALL >> EDGE-RIGHT >> NF(CvX)



(13) BOGE-LEFT/RIGHT: Main stress must be assigned as far to
the left/right edge of the word as possible (assessed
gradiently).

(14) HLL: Do not lengthen a segment present in the input (cf
Prince and Smolensky 1993).

Justification for the above ranking comes from Fijian. tate the
following Fijian data from Hayes 1995: 142-49, via Schiitz 1985 and
Dixon 1988.) Ni(cv) >> EDGE-RIGHT >> NF(cvx) because final CVX
is stressed (16), while final CV is not (15)F(Nv) >> FLL because
underlying CV is lengthened (17). (17c) suggests that B>
NF(cvx): it's better to fill in just a mora and stress a fiG&V syllable
than it is to fill in an entire syllable and not stes final syllable.
Finally, assuming that &GE-RIGHT is violated equally by C'VV and
C'VCV—in other words, that it is evaluated in terms loé t'moraic”
distance of a stress from the right word edge—as | tiélre is no
evidence for a particular ranking between Fand D GE-RIGHT.

(15) lako'‘go’ (Hayes p. 142)

/lako/ NE(cv) | FiLL | EDGE-RIGHT | NF(cvx)
vV a. ko *

b.lako | *!

c. lako *1 * *

(16) kila® ‘know' (Hayes p. 142)

[kila:/ NF(cv) | FiLL | EDGE-RIGHT | NF(cvx)
a. Kla: **|
V b. kila * *

(17)-i (ablative markerf

fil NF(cv) | FLL | EDGE-RIGHT [ NF(cvX)
a.i *|

Vb * * *
c.’ita I

Thus, that the minimal word in Fijian is CVX is easilgcounted for
without feet, solely by reference tooON-FINALITY and related
constraints. (I say the minimal word in Fijian is CVikere are no
CVC words in Fijian because there are no CVC syllaples.

4 Bound monomorphemic forms are lengthened whenqunored as citation forms. For
example, the ablative marker in (17) is lengtheimethe context “Did you say __ ?”
(Hayes p. 144).



Other languages identified by Hayes (1995, p. 181) as “languages

with Fijian-like stress” also have CVX minimal worddn Digudio,

the final syllable is stressed only if it's CVX, atite minimal word is
CVX. In Kawaiisu, the final is stressed if it's CV¥nd the minimal
word is CVV (no word final consonants occur). Tongaijus like
Fijian, in lacking CVC syllables, stressing final CV¥ind having a
minimal word of CVV. Hawaiian is a similar case. nélly, Tol
stresses final syllables if they're CVC, but has a @wimal word,
probably due to its patterns of exceptional stress ésgims 3.3).

Restating the key point, dMi-FINALITY is the crucial ingredient for
determining the minimal word in Fijian-type languagessyilabic and
longer words show that main stress on final CV sylilideavoided.
Final CVX, on the other hand, may be stressed with intpursince
this much needs to be said already for longer wordsg ikaro reason
why it shouldn’t apply to monosyllabic words as well—aomiite so
applied, the minimality facts are directly predicted.

3.2.Languages that never Stress Final Syllables

In section 2.2 | listed several languages whose minimald wer
disyllabic, plausibly because main stress on word-fisidllables is
disallowed. | assume these are languages with the foljperucial
ranking:

(18) N=(cv) >> Nr(cvx) >> RALL

In other words, violations of I are incurred in order to satisfy the
NON-FINALITY constraints. The idea is that subminimal input wili no
surface as such, but will instead be augmented, thus geatiinimal
word that is disyllabic.

A language that differs from the above pattern but fit® ithe
general class of languages that have disyllabic word raiintd never
stress word-final syllables is Hixkaryana, analysed byeldgpp. 205-
7) as a left-to-right iambic language that iambiclygthens stressed
CV syllables. | assume that this lengthening is indubg the
following constraint:

(19) *C'V: Don't stress a CV syllable.

Furthermore, | capture the alternating iambic pattertih WIPBEAT,
defined below:

(20) UrBEAT: A stressed syllable must be preceded by an
unstressed syllable.

(20) helps produce the result in (21):



(21) owtohdana ‘to the village’ (Hayes p. 206)

/owtohona/ *C'V | NHcv) [ ALl | UPBEAT
a. ‘avtohtna | *! *

Vv b. owtoh@na * *
a. ‘avtéhona | *! *k
a. ‘avt6:hona * x|

| have abstracted away from the initial stres®wanthis is irrelevant to
the present point, since all (C)VC syllables aressted.

Underlying long vowels do not exist in Hixkaryana, nor dodwor
final consonants occur. Furthermore, word-final teeging is
prohibited. Thus, since syllables cannot be stressegautiey are
CVX, the minimal word in Hixkaryana is CVXCV. UnderlgrCVCV
=> CVVCV. | will assume that EBEAT dominates W(cvx), but that
an undominated constraint against final heavy syllablesks final
lengthening:

(22) *CVX#: Word-final syllables may not be heavy.

More precisely, (22) should be broken down into two comgsabne
against word-final long vowels, and one against word-fioalsonants,
since many languages allow one but not the other fseexample,
Dixon’'s (1980) discussion of word-final possibilities metaboriginal
languages of Australia). However, | will simplify.

(23) tu:na‘water’ (Hayes 1995, p. 208,
via Derbyshire 1985, p. 177)

/tuna/ *CVX# | *C'V_ | NF(cv) | FiLL | UPBEAT | NF(cvx)
a. tina *l *

Vb. tana * *
c. turfa *1 *
d. turia *1 * *

Thus, the minimal word in Hixkaryana follows from thenstraints
introduced here. Though | am aware of no evidence @mtitter, my
analysis predicts that underlying monosyllables will be arged by a
syllable. Whether this is true or not remains an apestion.

It is interesting to compare Hixkaryana to Macushi, @iniés closely
related neighbors. In Macushi, the otherwise regulabieampattern is
not compromised in disyllabic words. As in Hixkaryanagess on
word-final CV is disallowed. However, since final CViX allowed,
disyllabic forms lengthen their underlying final lightlaples. Thus,
/tuna/‘water’ has a different surface form:



(24) tund ‘water’ (Abbott 1991, p. 149)

/tuna/ *C'V_| NF(cv) | FiLL | UPBEAT [ NF(cvx) | *CVX#
a. tina *l *
b. tlna * *]
C.turfa | *! *

Vd. tuna * * *

Interestingly, Macushi is different from Hixkaryana iro#lrer way: its
minimal word is CVX, not CVXCV (Abbott 1991bei ‘sun’ p. 143,
moh ‘worm’ p. 140, pay ‘salt’ p. 144). Thus, underlying CVX is
allowed to surface as such:

(25) moh‘worm’

/moh/ *C'V NF(cv) | FiLL | UPBEAT | NF(Cvx) [ *CVX#
Va.moh * * *

b. mdha [ *! * *

c. mdta ** *

d. moha ** *

Again, as in Hixkaryana, | have found no evidence for #igtence of
subminimal input. If it does exist, however, the predictis that
underlying CV => CVX, presumably CVV~

(26) hypothetical underlying CV

ICVI *C'V_ | NF(cv) | FiLL | UPBEAT | NF(cvx) | *CVX#
a.CVv * * *
b. C'VVCV hoial S Il
V. C'VW * * * *
d. CVC'VV el * *
e. CVC'V * * **
f. C'VCV *1 *x *

To summarize, we see that the observed minimalityerdiffce
between Hixkaryana and Macushi follows from different propgrof
word-final syllables in the two languages. | have assuthat both
languages are like Fijian in having the following minirhiehy of
constraints: W(cv) >> HLL >> NF(cvx), a hierarchy which helps to
produce languages with CVX word minima. In Hixkaryana, h@wnev
an extra property of word final syllables, namely ttiety cannot be
CVX, creates a disyllabic minimum word.

15 Abbott (1991) gives only one potential example sobminmal input:we ‘feces’.
However, judging from morphological alternations,appears thatve is underlyingly
awe-it is not clear why the initial vowel may delateits citation form:iratai ‘its side’
=> irataika ‘to divide it' or ‘take out’,we ‘feces’ =>aweka'to defecate’ (p. 126).



3.3.Languages with Exceptional Final Stress

There is also a less obvious way in which NON-FINALIEYrelevant
to minimality. Several languages which normally dortfess final
syllables exhibit lexically exceptional final stress feome words.
Hayes (1995) suggests that trochaic languages exhibiting such
exceptionality form final, lexically listed degeneratetfeln Warao, for
example, main stress is normally penultimate. Frequentwever,
Spanish loans, especially personal names, retain firedss Thus,
hesy in Warao, is exceptionally footed &®(su)(Osborn 1966, p.
111). Thus, in the derivational non-OT approach pursueHdyes
(1995), it is not surprising that Warao permits degeneratev@rds,
given that it allows degenerate CV feet in some lexitams.
Languages with exceptional final stress are listed below:

(27) Languages with exceptional final stress

Language Type MW

Warao (Venezuela) penultimate Ccv

Sentani (Sentani, New Guinea) penultimate Ccv
(Hayes pp. 330-3, Cowan 1965)

Tol (Hokan, Honduras) final if CVC, else penmitite  CV
(Fleming and Dennis 1977)

Chama (Tacanan, Bolivia) penultimate Ccv
(Key 1968)

Macedonian (Slavic) antepenultimate CVX
(Comrie 1976)

Polish (Slavic; Comrie 1976) penultimate XV

Each of the above languages is analysed by Hayes &sitroclt
should be pointed out, however, that this does not mearh#iattord
minima are connected to foot structure. Take an exampleljriin a
majority of cases, stress occurs on the final syllableonsonant-final
words phesmasskunk’] and the penultimate syllable of vowel-final
words phésmeéskunk’] ... However, stress may also occur on the final
syllable of vowel final words 7isi ‘water’, chiyé ‘dog’] and, less
frequently, on the penultimate syllable of consonareH words”
(Fleming and Dennis 1977, p. 127). Long vowels do not ocatiCY
monosyllables are allowed: ‘heavy’ p. 121 pi ‘buttocks’, pe ‘rock’ p.
122.

The irrelevance of foot structure to the minimum wiord ol can be
seen from the following two tableau. Both take undedyiCVCV/
input: the former tableau shows the ranking necessaegtablish the
regular stress pattern, penultimate stress, while ther ustrates the
ranking that must hold for forms with exceptional finakss. | will
assume that exceptionally stressed words already haass sir their
input form; this stress is preserved by the followingst@int:



(28) IDENT(STRES3: Output syllables corresponding to
underlying stressed syllables must be identical in all
respects to their underlying form. (Violated once dach
way in which the output syllable is different from the
underlying syllable.)

(29) ?dwa ‘fire’ (Fleming and Dennis 1977, p. 127)

[?awa/ DENT [ NF(cv) [ EDGE-R NF(cvx) [ UPBEAT
Va. 7ava * *
b. awa *1

(30) ?amd ‘dirt’ (Fleming and Dennis 1977, p. 127)

[?anmd IDENT | NF(cv) | EDGE-R NF(cvx) [ UPBEAT
a. 7anA *| * *

vb. 2ama *
C. Am& *| * *

The regular stress pattern for disyllables is exemplifired29), the
crucial point being that Mcv) >> EDGE-RIGHT. In (30), the first
candidate,?dma (a), loses because the underlying (exceptional) final
stress is not present in the output. Candidate?@ahnd, also loses
because it violatesDENT: the underlying stressed syllable is CV, not
CVV. Thus the optimal candidate %md even though it violates
NF(CV).

Stressed CV monosyllables lipé ‘buttocks’, of course, violate both
NF(cv) and WBEAT. This possibility, however, should not come as a
surprise, since exceptional forms like (30) show thafc is not
undominated, and regular forms like (29) show that violatiohs
UPBEAT are tolerated. | will assume, then, that CV moriabl¢s are
allowed becauselfE >> Nr(cv). (I do not assume that they are
underlyingly marked with stress.)

(31) pf ‘buttocks’

Ipil IDENT [ FiLL [ NF(cv) [ EDGE-R NF(cvx) | UPBEAT
a. tapi * *
b. pita ** * *
Ve. [fl * *
d. pt *| * * *
e. pit *1 * * *

Turning to Polish, main stress is normally penultimagsy
protestéwval ‘protest’ (Kenstowicz 1994, p. 36), though in some
exceptional forms it is finatezim‘regime’, akurat ‘precisely’ (Comrie
1976, p. 239, citing Topolinska 1961, p. 80). Such exceptions seem to
only involve final CVC syllables; interestingly, theinimal word in
Polish is CVX. That is, final stress iazimand similar forms does not
provide a precedent for final C'V, only for final C'VCTo put it



another way, longer words provide evidence thefcMx) is violable,
while there is no evidence that(gv) is violable. The fact that CVC
content words are widespread,k@ly'lard’ p. 28, cel ‘target’ p. 46,cug
‘set of coach horses’ p. 62, while CV content words apge be
nonexistent (Bulas et al 1961), is not at all suprising.| tit is
required is to rank Ncv) >> FLL >> NF(cvx).

The situation in Macedonian is quite similar: mairstris normally
antepenultimate, but certain words with two or moreabi#ls have
final stress:autobls‘bus’, citat ‘quotation’ (Comrie 1976, p. 234).
Again, the exceptions involve final CVC syllables, ahd minimal
word in Macedonian is CVX

An illustration of the relevance of exceptional finakess on word-
minimality comes from a pair of closely related languag&svinéia
and Chama (Tacanan, Bolivia). The basic stress patiérboth
languages is to (main-)stress the penultimate syllatite, secondary
stresses on alternating preceding syllables. Whdentimimal word in
Cavindia is disyllabic, Chama allows CV words. Interestingty
Chama “a limited number of nouns have final stress”es@bone’,
esO ‘seed’ (Key 1968, p. 33). Monosyllabic words in Chama (CH)
correspond to disyllabic forms in Cavite (C): C do?q CH do
‘macaw’ p. 65; Cdi?i, CH di ‘mosquito’ p. 66; and kara, CH xa
‘macaw’ p. 65.

To summarize, in this subsection | have not made any rigivin
predictions, eg | have not said that all languages that lexi@ally
exceptional final stress have smaller minimal words thaun might
otherwise expect. Rather, | have framed the analgsisllaws: these
languages provide evidence from longer words theW—or in the
case of Polish and Macedoniarg(tlvx)—can be violated. Therefore,
we should not be surprised to find that other conssasuch asIE.,
are also ranked higher than the relevantbdhstraint.

Why, then, are the above languages all trochaic? Wallygest that
this follows from the free violability of BBEAT in most trochaic
languages. lambic languages that stress final CV in lexica
exceptional cases should be less likely to have CV mininuamds
because BBEAT penalizes initial stress in iambic languages. And
UPBEAT, like NF(cv), can force words to be larger than just CV.

In fact, in iambic languages we find the reverse phemam:
languages that exceptionally stress initial CV may havenimimal

6| am not suggesting that the existence of excegtiovords with final C'VC ighe
reason forthe existence of monosyllabic CVC words in Pol&aid Macedonian, but
rather that the two facts are consistent and requir special treatment. In fact, in both
languages, it is more likely that the reverse i®trsince the words with final stress are
loan words while the monosyllabic words are natiteseems more likely that the
existence of monosyllabic CVC words provided thegedent for words with final stress
on CVC to flourish.



words. For example, in Dakota, disyllabic words are tWjyiqearsed
with final stress. However, certain exceptional disy#akhavenitial
stress; a nice minimal pair @kcé ‘to fart’, which follows the regular
pattern, andikce ‘shit’, which is exceptional (Chambers 1978, p. 4).
The latter form is identified by Chambers as one oty'@nhandful of
such exceptions”. However, due to a stress system witatacts with
the morphology in rather complex ways, there are Hgtagreat many
surface disyllables with initial stress: for exampiga ‘to be black’ p.
13, andpiza ‘to be dry’ p. 14. In these cases, there are strong
morphological arguments to show that the fia& not part of the root,
but rather epenthetic (Chambers 1978, Shaw 1978). Thus, #tidak

in such cases is plausibly the result of a desire tessthee base rather
than the epenthetic vowel.

Whatever the analysis of the various exceptional stpedterns,
within the framework here, it is clear that both 'VA& and #C'V...
have precedents. That is, longer words provide evidencehtor
violability of both WBEAT and N¢(cv). Thus, the same arguments
given above for trochaic languages with exceptional finakstapplies
to naturally accomodate the fact that the minimaldaorDakota is CV
(Chambers 1978!a ‘die’, xna ‘rattle’ p. 16; Shaw 1978dte ‘buffalo’

p. 232):

(32) pte‘buffalo’

Ipte/ ALL UPBEAT NF(cV)
V a. pte * *

b. ptefa | *I* *

c. pte *| *

Araucanian may well be a similar case. Though maztdsyin
Echeverria and Contreras (1965) are disyllabic, theme some
monosyllabic wordszhu‘nose’, andko ‘water’. Perhaps this is linked
to the fact that “two-syllable words ending in a vowey be stressed
on either syllable” (p. 135). As in Dakota, the competstress
patterns CVC'V and C'VCV show that the language tdksa
violations of both N(cv) and WBEAT; thus, CV monosyllables are not
totally unexpected.

In the next section | will show that whiler{¢V) is relevant to word
minima in some cases, eg those just discussed, in maery agthes it
plays no role: many languages regularly stress finals@\ables and
yet don’t have CV word minima.

4. A CONSTRAINT AGAINST SHORT WORDS

So far my theory of minimality has relied exclusivelytbe interaction
of two edge-based constraints withtF On the right side of the word,
the N= family of constraints penalizes final stress, and thise a
monosyllables. On the left side of the wordBEAT penalizes initial



stress, and thus also monosyllables. If one of thesatmints is
ranked higher thanik, then subminimal words are augmented so as
not to violate the constraint. On the other handcerwtinese constraints
are less highly ranked, we often find short words, egi@¥lying that
FiLL outranks these constraints.

But this is only part of the story. In many languages/@se seen,
there is no obvious connection between stress andnaiity. The
most glaring examples of this are languages like Lushabtsee
Chuvash, which do not have CV content words even thouglstress
on the basis of the full vs reduced vowel opposition, astdon the
basis of CVX vs CV (see section 2.6 above).

In some trochaic languages also there is no obvious ctiome
between stress and minimality. In Dalabon, for exammpben stress in
disyllabic and longer words always falls on the inigglable, whether
it is CV or CVC. Thus, BBEAT is regularly violated. Furthermore,
since main stress is initial, disyllabic or longerrd® provide no
evidence to suggest thatNeither, has anything to do with the minimal
word requirement, which is CVX. Of course, orruld say that the
minimal word in Dalabon is a consequence ef but one could just as
easily say something else.

Thirdly, there are unbounded stress systems, mosthiwh have
CVX minimal words (see section 2.4 above). In gené&ater words
may tell us about whether or notr(dv) is important in a given
language, or whetherABEAT is important, but often they don't tell us
enough to make insightful predictions about minimal wor@ssizIn
fact, in many languages, there is evidence thafcW is totally
irrelevant, and no evidence thatagAT plays a role, and yet the
minimal word is still bigger than CV:

(33) Languages that regularly (often) stress word-final CV

Language Type MW
Uzbek (Eastern Turkic) final stress CVX

(Walker 1996, Khakimov 1994)

Uyghur (Eastern Turkic)  penultimate CVX, else fina CVX
(Hahn 1991)

Javanese (Austronesian)  penult unless schwafietde CVX
(Hayes p. 262)

Aguacatec (Mayan) rightmost CV:, else final Vv

Of course the minimal word in such languages could cornme @ther
constraints: the point is just that there is no partibuigood evidence
that anything related to stress is responsible forntiremal word in
these languages.

Finally, let’s take a global look at the languages disedisn section
2—those which count CVV as heavy and CVC as light (se@ig);
unbounded stress systems (section 2.4); certain syifableee systems
(section 2.5); and languages that stress on the basiewal quality



distinctions (section 2.6). Not only do most of thesglmges fail to
support a foot structural approach to minimality, but Vfery of them
support the view that minimality is caused by &hd/or WBEAT, the
right and left edge stress constraints.

Of the 34 languages discussed in sections 2.3-2.6, 18 CdMe
word minima—that is, they allow both CVC and CVV words, but
nothing shorter—8 have CVV or CVG word minima, 6 have Gddv
minima, 1 CVVC and 1 CVCV. What's striking in these rbhars is
that CVX is more common than CVV, in spite of thetf#rat the
majority of these languages either (a) count CVV and not @¢C
heavy, or (b) define heavy as even smaller than C\Kat is, these
languages either give us reason to think that (a) the mimword
should be CVV, not CVX; or (b) the minimal word could &i¢her
CVX or CVV—but the weight criterion in the language doéstlow
us to distinguish between these possibilities.

Now, if it is a true generalization that CVX (includingtb CVC and
CVV) is a more common minimum word than CVV (to thelesion
of CVC)—as my data suggests—, then this is a significant fas
Gordon (1996; and references cited therein) reports, CVC ¥Nda@e
equally long. Therefore, if the most common minimalavis CVX—
and not CVV to the exclusion of CVC, or CVC to the exclosis
CVV—then it seems likely that minimality phenomena afated to
word-length, and not necessarily to metrical structurgtress.

To capture the cases where neithef(dM) nor UPBEAT appears
relevant to minimality, and those cases where CVXnse® be chosen
almost as a default minimal word size, | introduce thestaint B-
LONG, which penalizes short words. As witloNFINALITY , BE-LONG
is a universally ranked family of constraints:

(34) BE(CV)LONG >> BE(CVX)LONG >> BE(CVCV)LONG

The first constraint, BCV)LONG, is violated by words that aren’t as
long as CV. B(cvx)LONG, similarly, is violated by any word that is
not at least CVX. And so on. Sinc&-BoNG is based on length, and
CVV is not any longer than CVC, there is ne(Bvv)LONG constraint.

Suppose that | am correct, and thelBHNG constraint family exists.
Then: why should it be so? Why should words be pressurée to
long? And if they are supposed to be long, then why dem’all speak
Turkish, restricting our utterances to things ldegupa-li-las-tir-ama-
dik-lar-imiz-dor-mi-siniz‘Are you among those that we were not able
to Europeanize?’

The B=-LONG constraints may find motivation from phonetic and
perceptual factors. On the phonetic side, it turnghaitthe length of
each syllable in a word is more or less inverselypprtional to the
number of syllables in the word. As Lehiste (197@@).puts it,



It appears that in some languages the word as a whole has
certain duration that tends to remain relatively camstand if

the word contains a greater number of segmental sotimals,
duration of the segmental sounds decreases as their nimbe
the word increases.

Lindblom et al (1981, p. 21) conclude from a review of iterdture
that “a word length dependence may be present in Swedeimag,
Lappish, British English, Hungarian, Dutch, French, AmeriEaglish,
Finnish, Estonian, and Spanish.”

My own investigation into has yielded similar resultSthough the
minimal word in Warao is CV, “vowels in monosyllablend to be
longer” (Osborn 1966, p. 111). And in Selepet, “the syiabbf
polysyllabic words are shorter than identically composdiétdes in
mono- or disyllabic words” (McElhanon 1970, p. 16). In Kasa
monosyllabic CVC words can optionally be realized ag@X4, where
V, is a “raised vowel ... which represent non-syllalmeel phonemes
... in utterance medial environments, these vowelsostaltogether ...
non-syllabic vowels are more likely to be realized innogyllabic
forms than in disyllabic forms[, although] there isnsiderable
individual variation [on whether or not these vowels prnaounced]”
(Zigmond et al 1990: pp. 13, 19; ags ‘its handle’ p. 17). Finally, in
Cahuilla, “a salient phonetic feature ... is voisslecho vowels. They
constitute phonetic material to be assigned phoneiypiathe glottal
stop /?/ or to a word-final stop. They echo a vowethie immediate
neighborhood of the stop ... The perceptibility variess greater in
monosyllables than in polysyllabic words [éget/ => [n€fed]] ...
voiceless vowels do not count as morae at the end ef Jthrd”
(Seiler 1977, pp. 32-3).

All of these observations support the contention thaaayllables
are longer than polysyllables, perhaps for exactly ttesame that
Lehiste cited: so that they may be as long as otleedsv In the cases
above, the facts seem to be the consequence of phoatbigr than
phonological factors. | suggest that phonological wordimm are
often imposed on a language for exactly the same reaHoa.idea is
simple: suppose a language has many disyllabic words, whécbfar
length X. Suppose also that monosyllables strive toXbkng.
Naturally, then, the longer the monosyllable is, tbgs it needs to
phonetically lengthen to attain length X. The segméents CVC or
CVV monosyllable can be slightly longer than usual, enthis way
they easily attain the length of, say, CVCV. CV msyllables, on the
other hand, are problematic in two respects: fir&t, ust lengthen
more (than CVC or CVV) to attain length X. And secoifdCV
lengthens to the same length as CVV, then therebsilho contrast
between the two syllable types in monosyllabic words.

Thus, if a word is phonologically too short, it eithbas to
phonetically lengthen perhaps more than is possible, il isimply



fail to lengthen, thereby failing to achieve its objectfattaining the
length of other words in the language.

The phonetic facts support the-BoNG constraints, also explaining
why we don't all speak Turkish. The point is not thatas should be
long, but that they shouldn’t be too short, or moreieately, that they
should all be the same length. Of course, the longedsmoould be
longer, but then the shorter words would have to be eweget to
catch up with them’

The following subsections analyse particular languagesnfoch
BE-LONG can be argued to play a role:

4.1.Dalabon

Be(cvx)LoNG may well play a role in Dalabon. Disyllables aresed
with initial main stress, like all words:

(35) jak ‘earth, ground’

Tjanl

EDGE-LEFT

BE(CVX)LONG

FILL

Va.

Uk

b.

ul’t

*|

C.

Ulk

*|

CVC monosyllables are allowed, by the same ranking,esi¢C
satisfies B(CvX)LONG:

(36) bad ‘stone’

/bad/ EOGE-LEFT BE(CVX)LONG FILL
Vv a. bal
b. bala *

CV monosyllables, on the other hand, must augment, siweloes
not satisfy B(cvx)LONG:

(37) bit ‘man’
/bi/ EDGE-LEFT BE(CVX)LONG FILL
a. bi *]
Vb. bt *
c. bia |

17 On the perceptual side, general principles ofdaxaccess might support the-BoNG
constraints. Cutler (1989) has shown that theicdiff task of segmenting speech into
perceptible units benefits from knowledge of whexards begin and end. Since a fixed
word length would allow speakers to know in advarmeghly when words begin and
end, it might also assist in segmentation, in whialse Lehiste’s phonetic observation
could have a perceptual root.



Since CVV satifies B(CvX)LONG, ho more than onellfe violation is
required, and so the second candidate beats the third.

4.2.Cahuilla

Cahuilla is analysed by Hayes (1995) as a left-to-rightarndrochee
language. Main stress is normally assigned to the-imdtidl syllable.
As already mentioned above, when the second syllablecofvtind is
heavy (CV? or CVV), it may receive secondary strésss clashing
with the initial main-stressed syllable.

Given that main stress is initial, it is not possibo show, on the
basis of disyllabic or longer words, thabMFINALITY, as defined
above, plays any role at all. Thus, | will insteaduase that the
Cahuilla minimal word is the result oEB-vX)LONG.

The following analysis utilizes the constraint®de-LEFT and
BE(cvx)LONG, as defined above, andLA&3H and SRESS cwW/?,
defined below:

(38) Q.AsH: Adjacent syllables may not be stressed.
(39) SRESs cwW?: CVV and CV? syllables must be stres®ed.

The first tableau below shows what happens to a trisgllavord
followed beginning with a light syllable followed by a heayiable,
while the second tableau shows what happens to a piais CVC
input:

(40) swka?ti ‘the deer (objective case)’

/suka?ti/ B(CvX)LONG | EDGE-L FiLL | CvW/? | QAsH
a. ska?ti *]
c. sukati *1

(41) né& ‘ceremonial chief’

/net/ BE(CVX)LONG | EDGE-L FiLL | CvV/? | QAsSH
Va. e

b. néa *|

c. net *1

The second two candidates in (41) violate Rinnecessarily, since the
first candidate, being CVC, already satisifies(®/x)LONG. Again,
though | have been unable to locate any cases of the atajioe of
underlying CV, such augmentation is predicted by the abovesimaly
since B(CvX)LONG >> HLL.

18 To simplify | conflate what should be two separepestraints.



4.3.Summary

I've included explicit analyses of only two languages irs théction
because that's enough to illustrate the effectmf.BNG. | believe that
BE-LONG is relevant to the constraint hierarchies of atstethose
languages in which there is some mismatch betweenyhfea the
purpose of stress and long for the purpose of minimality; those
languages for which Nand WBEAT appear to play no major role.
Additional analyses are unnecessary, since the consmgeraction is
very simple. For example, whether or not a languadge/siCV words
may boil down to whether or notLE >> BE(CvX)LONG. Furthermore,
this constraint interaction is only relevant for msylables. There can
be no evidence in principle for the ranking of(8vx)LoNG from
disyllabic or longer words, since all disyllabic or longeords,
regardless of their parsing or metrical constituencytisfga
BE(CvX)LONG.

5. CONCLUDING REMARKS

The typology of section 2 established that there isobast connection
between foot structure and minimal word size. The ioadtr
phonologist could back off and settle for the claim that &tructure is
relevant insomecases. However, | showed that the minimal word
restriction of many languages could be accounted for tigthalready
necessary constraintdN-FINALITY, and a new constraint with left-
edge effects, BBEAT. The interaction of these two constraints with
FiLL, a constraint against adding structure to an underlyigt form,
determined the minimum word of a substantial numbernguages.

At the same time, however, CVX emerged as a defaunitmal word
length. When so many stress systems distinguishebet&VV and
CVC, it would be peculiar to find CVX as a default minimalrd if the
minimum word syndrome was related to stress or metsicakture.
This led to the hypothesis that words should be long,wioiend form
in the Be-LoNG constraints.  So, for the second set of languages
discussed, the minimal word arose from the interactidwemn B:-
LoNnG and HLL.

My treatment has largely avoided making distinctiortsveen CVV
and CVC. | phrased bothA\ind B=-LONG in such a way that the two
syllable types would be treated the same. FBLBNG this expressed
the contention that the minimum word syndrome is direwlgted to
word length.

In spite of what I've said, therare languages with CVV but not
CVC words, or with CVVC but not CVCC words. In 5.Ipksulate on
how to deal with these languages in my system.

Finally, in section 5.2 | briefly acknowledge the exiseentminimal
root constraints. Since words, not roots, get prooedinminimal root



constraints don't obviously follow from consideratiorisnord length.
| suggest a possible way around the conclusion that suchaigegu
show that the present approach is wrong.

5.1. Distinctions between Vowel and Consonant Codas

There are a small number of languages that impose CMY{i@mality
requirements. | list some of these below:

(42) Languages with CVV(C) word minima

Language Type MW
Maithili (Indo-European) RL moraic trochee V¢
Kawaiisu (Aztec-Tanoan) final CVV, else penultimat Cvwv
Wargamay (Pama-Nyungan) stress on initial or secootdfinal CVV
Winnebago (Siouan) ternary iambic CvVv
Menomini (Algonquian) LR iambic CvvC
Malayalam (Dravidian) initial, unless second \¢C) Cwv
Lardil (Pama-Nyungan) initial CcvvC
Cebuano RL iambic cW

(Bunye & Yap 1971, Shyrock 1998uuk ‘hook’,
titp 'tip’ p. 140, hdas ‘'snake’ p. 124)
Ancient Greek final if CVX, else penultimate CVV
(Hayes p. 181, Steriade 1988, Golston 1991)

So, two questions arise. First, in the present dmonk, how can
such languages be accounted for? And second, why aresthiene?

Some of the minimal word restrictions have a ttigigplanation: the
relevant languages don't allow word-final consonants. example, in
Kawaiisu CVV words exist, though most words are at ldesstlabic;
furthermore, “the only known word in the language thadears to be
underlyingly consonant-final is the archaigotok ‘water-bird™
(Zigmond et al 1990, p. 6), a fact which presumably algptaixs why
there are no CVC words. In Maithili, too, final CVC psohibited
(Hayes p. 156). Finally, Pintupi (Pama-Nyungan, Australiets s
MW=CVV (tja: ‘mouth’ p. 162)—though most words are disyllabic—,
but this is because CVC syllables do not occur in wiral-fosition
(Hansen and Hansen 1969, p. 160).

Other languages with CVV minimal word requirements do no
succumb to the same easy explanation. | suggest that sseh lpa
treated under the theory of extrametricality (see HA9F® and others
since). As many linguists have observed, word-finakooants often
behave strangely, opaque to certain phonological proce$bey often
retain onset properties rather than coda propertid¢sctiaf) their likely
origin as onsets of syllables whose vowels have subségbeen lost.
| believe that whatever explains the peculiar propertiesfiral
consonants in Cebuano (Shyrock 1993), Ancient Greek #8teri

19 Shyrock (1993) points out that the minimal wordGebuano is CVV(C)--although
most words are disyllabic--and that all such foares either loanwords or synchronically
derived from CW(C) by I-deletion (p. 126).



1988), and the other languages, should also be used to accoung for t
minimal word restrictions of these languages. In gpyis, | don't
mean to endorse a particular theory of extrametricalityo rule out a
radically different approach to the same facts. Rathenean to
suggest that these languages properly fall outside the thafory
minimality as I've outlined it in this paper.

5.2.Minimal Root Constraints

At least a few languages, such as Ancient Greek andaRudsave
minimal root constraints that differ from their minimatord
constraints. For example, in Ancient Greek there isiominal root
shorter than CVC, egod- ‘foot’. Neverthelesspod- cannot surface as
such; instead it undergoes the following changes, endingtbpviong
vowel, which allows it to satisfy the minimal word regument of
Ancient Greek:

(43) pod-‘foot’: nominative singular derivation (Golston 1991)
underlying form:pod-s
T/D deletion: po-s
lengthening: poo-s
O-raising: pou-s
(compare with/pod-si/‘foot (dative pl)’ =>posi

The only constraints I've used in my theory of miniityaare N,
UPBEAT and B:-LoNG. None of these constraints are designed to
impose limits on underlying forms (that is, rootsf &hd WBEAT are
reserved for surface forms because in the presentythstress is
viewed as a property of pronounced words, something thatlys o
specified underlyingly if exceptional. EH.ONG is even more
fundamentally restricted to surface forms: the argumiemt8e-LONG
were based on audible word-length—it stands to reasomiridarlying
forms don’t have length in the same sense.

| could just create versions oFNUPBEAT and B:-LONG to apply to
underlying forms rather than surface forms. But given rihtural
association between these constraints and surfaces,fanralternative
approach is to be preferred. At this point, | can’t @nés full theory
of minimal root constraints. However, | will offer upetidea that such
constraints could be made to follow from a general desit¢o let the
phonology do too much work. That is, if it is desirafie surface
forms to resemble underlying forms, not only becaust&aceirforms
should preserve the details of their underlying form,disb because
the phonology should be saved the trouble of doing so nanthering
with the underlying form, then it is natural that worbts should be
about as long as minimal words, for otherwise a greatl oé
lengthening of subminimal inputs would need to occur. t Tbaif
lengthening is bad, then the less of it the bettéanalysed this way,
constraints on roots also fall outside the theory cedlim this paper.
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