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1. Introduction

This papet investigatesthe implications of cyclicphonological effects fononderivational
theories of phonology, and proposesdeclarative theory of the phonology-morphology
interface called Sign-Based Morphology tlaatounts for such effects. The tefoyclicity”

refers to thestate ofaffairs in which asubpart of alinguistic form may besubject to
phonological constraints on its own, in addition to constraints enforcedeowholeform.
Theremay be anumber of such embedded phonological domains in morphologically complex
forms. The number and location of such domains is determined byattpologicalstructure.
There aretwo common ways in whichcyclicity has been implemented itheories of
phonology. These are summarized in (1) and (2).

(2) Phonology applies téully formed morphological structures. Most deeply embedded
constituent undergoes phonology first, phonology then applies to successively larger
constituents: SPE, Halle and Kenstowicz 1991, Halle and Vergnaud 198énO
1993.

(2) Inputs to some morphological constructiomsy besubject to phonology on their own
(interleaving): Lexical Phonology (Pesetsky 197%iparsky 1982, 1983, 1985;
Mohanan 1982, 1986), Prosodic Lexical Phonology (Inkelas 1990).

Theories such akexical Phonology (Pesetsky 197Hjparsky 1982, Mohanan1982, 1986)
have made a distinction betwetmo kinds of phonology-morphology interleavingyclicity
and level ordering. In thispaper, the term “interleawy” covers what idraditionally called
cyclicity as well as \wat istraditionally called levebrdering. Thedifference betweenyclicity
and level ordering will not be relevant.

2. Cyclicity in the age of nonderivationalism
In this section | discusthe implications ofthe rise of nonderivational phonology for the
analysis of apparently cyclic phenomena.

2.1 Background: nonderivational approaches to phonology
Recent years have witnessed a growing movert@mards nonderivational approaches to
linguistics. The first strictly declarative approach to phonology wasppsed byJohnson
(1972), whoaunchedhe smallbut healthy field ofdeclarative phonology based bnite state
transducers, represented by swatrks askKoskenniemil983, Kaplan andKay 1981. More
recently, monostratal constraint-based approaches to phonology have tygesedrby such
researchers as Bird 1990 and Scold§i81. However, it i®nly duringthe pasfew yearsthat
constraint-based nonderivational approaches such as Harmonic Phonology (Gdl@&a)th
the Theory of Constraints and Repair Strategies (Paradis 1988)ptinthlity Theory (Prince
and Smolensky 1993) have come to dominate the field.

Constraint-based theories of phonology h&argely focused on thgghenomena once
believed tomotivate rule ordering, demonstrating thadrk earlierattributed to derivation can
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be handled by nonderivational theories as wedthwever, the status ofyclic phonology
remains somewhat less clear. The present paper is devoted to exploring this issue.

2.2 Cyclicity as a problem for nonderivational phonology

Many proponents ohonderivational phonologgummarilyequatecyclic phonology with rule
ordering. Forexample, Goldsmith summarizéise operation of the phonology-morphology
interface in LexicaPhonology (Pesetsky 197Riparsky 1982,Mohanan1982, 1986):First
add anaffix, then send that materilirough a set ofules which modifieshe resultanform;
then go to the nexevel, add anotheaffix, andfinally stringall the words togethennly after
which do wereach a point where thgostlexical ruleget achance to apply(1993:21). The
presupposition here is cleaxclicity is intrinsicallyderivational. Under this view, development
of a truenonderivational approach to phonology requineding alternatives to cyclicity. The
sample slogans below illustrate this and some other common reactions to interleaving.

3) “Interleaving is not necessary” (Lakoff 1993, Karttunen 1993, Kennedy 1994, Myers
1994, Zec 1994, Cole 1991, Cole and Coleman 1993)

4) “Interleaving is a device every analysis should try to do without” (Lakoff 1993,
Karttunen 1993, McCarthy and Prince 1993, Kennedy 1994, Myers 1994, Zec 1994,
Benua 1995, McCarthy 1995, Kenstowicz 1995)

5) “Interleaving is cognitively implausible” (Goldsmith 1993, Lakoff 1993)
(6) “Interleaving is computationally intractable” (Sproat 1992)

(7)  “Interleaving is inherently derivational” (Bird 1990, Scobbie 1991, Lakoff 1993,
Karttunen 1993, McCarthy and Prince 1993, Kennedy 1994, Myers 1994, Zec 1994,
Benua 1995, McCarthy 1995, Kenstowicz 1995, etc.)

2.3 Doing without cyclicity

The common stance among nonderivational phonologists is, as we havinataterleaving

is inconsistent in spirit (asell, presumably, as iletter) with a frictly declarative approach to
phonology. Some researchers holding thisw have optimistically assumethat the
demonstrated alternatives to rule ordering will, with little or no modification, account for cyclic
effects as well. Totake oneexample, Karttunen(1993) writes in a papedefending a
nonderivational approach to phonology tH#e have not mentionedthe issue ofcyclic
ordering ... Let us simply state that, aur opinion, the arguments fayclic ordering are
weaker then the ones [for rule ordering within a cycle] we discuss” (1993:194).

This optimism hagroved unwarranted, however, as other, merpirically oriented
work has recognized thabany cyclic effects prove resistant taoeanalysis usinghe tools
developed to replace rule ordering. A number of different approaches haveakeeno the
challenge posed by cyclic effects. | survey two general classes of approachzs8.ih, 883.2.

2.3.1 Cyclic effects are illusory and reducible to other things
Some researchers hagkaimed that cycligphonological effectsre only epiphenomenal and
looked for other mechanisms to derive such effects.

One approach is to multiply the number of levels to which declarative consapptys
Both Goldsmith (1993) and Lakoff (1993)propose that constraints relate threarallel
phonological representatiortfie (implicit) expectatiorbeing that cycliceffects never require
more thantwo cycles of phonology (alaim made independently by Co(@991)). Another,
totally different, line ofattack is taken by Princand Smolensky1993) and McCarthy and
Prince (1994). In this Optimality-theoretic approasytlic effectsareclaimed toreduce to the
result of constraints requiringlignmentbetween edges ohorphologically defined domains
and edges of metrical elements. Thiese approachesssentially claim thatue cyclic effects,



in which there aregootentially asmanyapplications of phonology in a complord as there
are morphological subconstituents the word, areepiphenomenal. What appears to be the
application of phonology to a subword constituent is really something else entirely.

What all these approaches share is W that phonology appliesnly once to the
underlying representations supplied kfie morphemes in a linguistic form. Example (8)
presents a list of some of the theories based on this assumption:

(8) Theories assuming a single phonological mapping from UR to surfost
Structuralist work,Generalized AlignmenfMcCarthy and Prince 1993RDeclarative
Phonology (Bird 1990, 1995; Scobbie 1991, 1993; Coleman 1991, 1995), Two-Level
Phonology (Johnson 197Xaplan andKay 1981, Koskenniemi 1983, Karttunen
1993), Cognitive Phonology (Lakoff 1993), Harmonic Phonology (Goldsmith 1989,
1991, 1993; Goldsmith and Larson 1990).

2.3.2 Cyclic effects are real but paradigmatic

Another type of approach, represented by Becker 1993, Bochner 1993, Burzio 1994, Steriade
1994, Benua 1998uckley 1995, Flemming 1995, Kenstowicz 1995, and McCarthy 1995,
admitsthe validity of evidenceor cyclic phonology but proposes an alternative interpretation

in which cycliceffectsareclaimed to follow fromcorrespondence constrairtitslding between
paradigmaticallyrelatedlexical items. Thelexical items inquestion arenot morphologically
derived from one another. The correspondence constraints simply relate existing lexical items.

2.4 Cyclicity as nonderivational

All the approaches described soliavetaken it for granted thatyclic phonology, like rule
ordering, is derivational and that thissisfficientreason to look for alternatives tyclicity.
The approaches vary only in the nature of the alternative they propose.

In this paper, | reject th@resuppositiorunderlyingthese approaches, contendthgt
there is an important distinction between rule ordering and phonology-morphology
interleaving. largue that, contrary to populbelief, there is nothingnherently derivational
about the latter.

Similar arguments can be foundtwo strains ofpast work.Cole and Colema(iL993)
show thatinterleaving effects can beaptured in a monostratal approach to phonology by
enforcing declarative constraints on morphologicd#yinedsubparts of a phonological string
(the approach isimilar in this regard to the one taken IBuckley 1995, though there are
important differences in implementatichollowing a different line ofittack, Orgun 1994a,b
and Riehemann1994 propose to integratevo-level approaches to phonology such as
Generalized Correspondence Theory (McCarthy and Pi8€d, 1995)with declarative
approaches to phrase structsteh as HPSG (Pollard and Sag 198%94). Suchdeclarative
approaches derivimterleaving effects as direct consequence of thdasicarchitecture. In
this paper |build on the approaches of Orgun and Rielhem developing a full-fledged
nonderivational theory of the phonology-morphology interface called Sign-Based Morphology.

Sign-Based Morphology, the theoryoposed in thipaper,falls into the category in
(2). It is a theory of phonology-morphology interleaviridgowever, it differs from past
interleavingapproaches in several important ways. First, it is declarative; secatetjviés
interleaving effects fronconstituent structureonfigurations, rather thastipulating them in
derivational terms, as past approaches have done.

Any satisfactory theory of the phonology-morphologtierface should satisfiat least)
the following criteria. It should:

¥ The maindifference igthat in ColeandColeman’s approach the domains in questiorearbedded in one

another, while in Buckley’s approach they are not.



(9) a. Account for cyclic effects (cases where phonology seems to refer to a
morphological subconstituent)
b. Account fornoncyclic effects(cases where phonology seemsfa to refer to
morphological subconstituents)
c. Relate thecyclic-noncyclic contrast to independently motivatealspects of
morphological structure

The aim of this paper is to show that Sign-Based Morphology, in additionbémg
nonderivational, satisfiethe criteria above better thaxisting theories (whether derivational
or nonderivational) of the phonology-morphology interface.

The paper begins with a sectio§B) presenting a number of examples showing the
need for interleaving. | thefn §4) present Sign-Based Morphology, a declarative approach to
morphology that builds othe findings ofRiehemann(1994) and Orgun (1994a,b). §5 |
compare Sign-Based Morphology with currgrairadigmatic approaches tbe phonology-
morphology interface, showing that Sign-Based Morphology is superibothrempirical and
theoretical grounds. | conclude that whethenatrthere is aerivational residue in phonology
is entirely aquestion for phonological theogyroper.Phonology-morphology interleaving is
not a source of derivationalism.

Due to lack of space, | dwot take up theognitive and computationahplications of
Sign-Based Morphology in thisaper. Se®kiehemanrl994, Jurafsky and Koenid994, and
Orgun, Koenig and Jurafsky 1996 for discussion.

3. Empirical necessity for interleaving: schizophrenia and sensitivity to branching
The purpose ofthis section is to show that constraints on intermediate morphological
constituents are relevant to th@mate surface outcome — i.e. thaterleaving is necessary.
This conclusion is entirely independenttloé particular theory of phonology one assumes. It is
also independent of one’s particular approach to the phonology-morphology interface.
Although there arenanytypes of phenomena that pointttee need fointerleaving, |
discuss onlywo here. Section 3.1 presents a case of schizophthaitgermapplied by Orgun
(1994c) to cases iwhich a segment is subject tbe constraints of gyllabic position that
differs from its surface one, but matches the syllable position of the corresponding segment in a
morphologically related forn{seeHall 1994 for examples). The particulaaxample to be
discussed comes from Uighur, in whickrtain vowels undergo opesyllable raising even
though they surface in a closeglable.Section 3.2 discusses phonologisahsitivity to the
direction of branching ithe morphological constituersttructure, agxemplified bycontinuant
voicing alternations in Slaveompoundswhich apply differentlyaccording to whether the
constituent structure is left- or right-branching.

3.1 Schizophrenia
Schizophrenic segments include consonants that are subgaxtaneutralization even though
they are in a surface onset (Turkish; Orgun 199%elas and Orguri995a), vowelghat
undergo closedyllable laxingeventhough theyare in a surface opesyllable (Javanese;
Hargus 1993)pr, as inthe Uighurexamplehere, vowels that undergo opsyllable raising
eventhough theyare in a surface closexyllable. Schizophrenieequires interleaving because
the conditioning for the alternation in question isot present in the surface form. The
constraint(or rule) must have applied in a morphologically related fomhich the surface
form is derived from (or related to).

Schizophrenia arises in Uighur (Orgun 1994b, Bfickley 1995) through the
interaction of vowel raising and elision. The first alternation, raising, applies to vowels in stem-
final opensyllableswhen followed by a dfix (i.e., it does noapply word-finally). Although it



applies toall nonhighvowels in Uighur(/a,e,og/), | only illustrate it applying tda/, which
raises to-fi*

(10) Plain noun (no raising) Suffixed noun (raising applies)
gazan ‘pot’ gazin-i ‘pOt-POSSESSIVE
kala ‘cow’ kalt-ya ‘COW-DATIVE’
tuxa ‘chicken’ tuxi-dan ‘chickenABLATIVE’
bala ‘child’ bak-si ‘child-POSSESSIVE
ana ‘mother’ ardlar ‘motherPLURAL’
ameriga ‘America’ amerigda  ‘AmericatOCATIVE’

The second alternation of interestdksion of highunrounded vowels betweedentical
consonants when permitted bgyllable structure (i.e., in two-sided opemsyllable
environments). The alternation illustrated in (11 is (I, although /i/ also undergoesision.
The double-underlined vowel in the input is the one which deletes in the output:

(11) baHar +i - balliri ‘child- PL-POSSESSIVE
baklar + i+ ni N ballirini ‘child-PL-POSSESSIVEACC
kalilar + ni - kallarni ‘COW-PLURAL-ACC’

Schizophrenia arisgbrough the interaction afising with elision.Throughelision, a vowel
that has undergone opesyllable raisingmay end up in a surface closesyllable. The
schizophrenic vowel in (12) is double-underlined:.

(12) gazan+i+ni- gaznni ‘POt-POSSESSIVEACC’

The question at hand évhy isthe underlined vowehigh? Note that thecorresponding vowel
in the formgazan + ni— gazannipot-AccC’ is low.

Interleaving provides a sppfe answer to this question: MNR®SSCASE is
morphologically derived fronfor relatedto) N+Poss In particular,gazinni (12) is derived
from (or related toyazni
(10). The reasogaznni has a high vowel is thahe phonological form which is input to this
particular morphological form itself has a high vowel, as illustrated below:

(13) gazan ‘pot’
gazan + i - gazni ‘pot-POSS
gazni + ni - gaznni ‘pot-POSSACC’

Many more examples of schizophrenia can be foundHargus 1993Hall 1994 and Orgun
1994c, where interleaving accounts are also offered.

3.2 Sensitivity to the direction of branching: Slave continuant voicing alternations
The second type of evidence fioterleaving ispresented by phonological alternatiomiich
apply differently to left-and right-branching morphologicatructures. Tonesandhi is
particularly rife with effects of this typesee, forexample, Shifl986 andSproat 1992 for
discussion of Mandaritonesandhi. Theexample Ipresent here, howevanyolves continuant
voicing alternations in Slav&he data arérom Rice1988, 1989. Thanalysis closely follows
that in Rice 1988, except for Rice’s theory-internal considerations of underspecification.
Example (14)contrasts possessed and nonpossdssed of nouns. The alternation of
interest is thahoun-initial continuants, voiceless tine nonpossessed forms, are voiced in the
possessed forms. (Other alternations, withich we are notconcerned here, alsaccur in

4 All the transcriptions in this paper are given in IPA, except that [a] is used in plade of [



these datanamely:coda consonants other than fmutralize to [h];coda [n] deletesvith
concomitant nasalization of the preceding vowel.)

(14) Possessed nouns with voiced initial continuants (Rice 1988: 376)

Nonpossessed Possessed

Ji gah 3in-é ‘(rabbit’s) song’
se-3in-¢€ ‘my song’

tuh dezonah luz-é ‘(child’s) spoon’
se-luz-é ‘my spoon’

The voicing alternation observed in (14) alsocurs in whatRice callstype 1 compounds.
These ardnighly lexicalizedcompoundswhich differ from Rice’stype 2 in semantic agell as
phonological aspects (seRice 1988 for discussion). As illustrated in (15), timatial
continuant of a noun in isolation or tfe first member of aype 1 compound is voiceless,
while the initial continuant of the second mber of atype 1 compound is voiced. The
boldfaced continuants in (15) alternate in voicing according to their position in word structure:

(15) “Type 1" compounds with voiced initial continuants (Rice 1988:186, Rice 1989:376)

kw’ih  ‘mosquito’ | mé ‘skin’ | kw'ih-wé  ‘mosquito netting’
sah ‘bear’ | Beh  “skin’ | sah-3eh ‘bearskin’
tenih  ‘pot’ | séh  ‘hook’ | tenih-zél-¢  ‘pot handle’

The true sensitivity of these voicing alternations is best illustrated by the behavior of three-
morpheme structures, including (right-branching) possessed two-member compound nouns as
well as (left-branching) three-member compounds.

Example (16) illustrates possessed and nonpossessed forms of compound and
noncompound nouns. The contrast of interest occurs in the possessed forms: the initial
continuant of a noncompound noun is voiced when the noun is possessed, but the initial
continuant of a compound noun is voiceless in the same environment. The failure of voicing
to apply in possessed compounds is not due to an idiosyncratic property of the noun stems in
guestion: observe, in each of (i-iii), that the initial continuant of the same stem in isolation
will undergo voicing when possessed. The alternating continuants are shown in boldface:

(16) Failure of voicing to apply to possessed compound nouns (Rice 1989:34, 189, 190)

Nonpossessed Possessed Gloss
) sa-dzeé se-sa-dzeé ‘(my) watch, clock’
cf. sa se-za-a ‘(my) sun, month’
i) feh-t’éh se-¥éh-t’éh-é ‘(my) bread’
cf. ¥€h se-1éz-é ‘(my) flour’
i) sah-0eh se-sah-0éh-é ‘(my) bear skin’
cf. sah se-zah-¢é ‘(my) bear’

Moreover, it is not a general fact that the second morpheme in a three-morpheme whaild will
to undergoinitial continuant voicing. In (left-branching) three-member compounds, the
(boldfaced) initial continuants of both the second and third stems undergo voicing:

(17) Voicing applies in left-branching compounds (Rice 1989:186, 187)

da  ‘face’ |xd ‘hair | bee ‘knife’ | da-y4-bee ‘razor’
| | | cf. da-y4 ‘beard’
defi ‘wood |tée ‘mat | mé 'skin’ | defi-té-wé ‘rug’
tsd  ‘beaver | mé ‘skin’ |detfin 'stick' | tsi-wé-detfin-¢ ‘stretcher for furs’




The behavior ofthe complex words in (16) and (17)nakes sense once morphological
constituent structure is taken into account. geeeralization is illustrated in (18): Voicing
applies tothe second and third stems irledt-branchingcompound, bubnly to the second
stem in a right-branching compound.

(18) Sensitivity of voicing to direction of branching (input continuanitgdice])
'Y 'Y

/\

'Y 'Y
/\ A
[-v...] [+v...] [tv...] [-v...] [-Vv...] [+v...]

Rice (1988) exploits this generalization by presentingy&lic analysis othese datawhich |

will closely followhere. However, | W departfrom Rice’s theory-internal choices regarding

underspecification, and, in so doing, bettapture theelationship betweethe cyclic voicing

alternations and the treatment of underlying specification of either value for the feature [voice].
The essence of Riceanalysis isthat, oneach cycle, domain-initiatontinuants are

voiced,while domain-internabnes are devoiced (one cassume either thahere is naroot

cycle, or, like Rice, that thevoicing alternationsare notactive on theroot cycle). Crucially,

voicing alternationsare structure-filling in Rice’s analysis, allowing anwyput voicing

specifications to bekept. Voicing alternations applyonly to those continuants that are

unspecified for voicing in the input.

(19) Cyclic analysis of Slave facts:

* On each cycle, domain initial continuants are devoiced; other continuants are voiced.

» (De)voicing is structure-filling (it applies only to continuants that are not specified for
voicing in the input—it is a default).

Thesetwo assumptions arsufficient to account for theSlave data wehave seen, as the

derivations in (20) show. Upper case letters indicate segments that are unspecified for voicing:

(20) Cyclic generation of left- and right-branching structures.

| [Se [Sa dzeé]] | [SeSad] | [[daxa] bee] | [[defin té] W¢]
Cycle 1 | sadzeé | sma | daya | defjté
Cycle 2 | sesadzeé | — | dayabee | defitéwé

The crucial assumption thafticing alternationsare structure-filling makes an important
prediction: underlying voicing specifications shouldrbspected awell. Thatis, underlyingly
voiceless initial continuants (if any) should always surface as voicelesegardless of
morphologicalstructure;likewise, any underlyinglyoiced initial continuants shoul@lways
surface as voiced. Both predictions turn out to be correct, as shownbelow:

The present analysis differs from Rice’s at this pdRite assumes a theory of underspecificatiwt does

not allow [-voice] to be specified underlyingly, forcirtger to treatconsistently voicelessontinuants as
exceptions(In a few of the cases, Rice propos#isat theform in questiorhas acompound structure, in

order to provide a source for the input [-voice] specificatiaiiéwoicing alternation eventhough there is

no nonphonological evidence fthis claim.) The analysis hehas the virtue ofinifying the behavior of
underlying specifications with derived ones. That is, the analysis is sensitive to what information is present
in a given form, but insensitive to where that information has come from.



(21) SupportUnderlyingvoicing specifications are also respected.

Consistently voiced Consistently voiceless
Nonpossessed Gloss Nonpossessed  Possessed Gloss
jah ‘snow’ ¢ se-séné ‘(my) excrement’
ledzai ‘window’ te se-1é ‘(my) lard’
zQ ‘only’ sdmbaa se-sdmbaa | ‘(my) money’
ju ‘clothes’ satsoné se-satsoné | ‘(my) stove’
ladi?o ‘thimble’ s¢ba se-sGba ‘(my) money’

The assumption thatoicing is structure-filling allows us tecapture ageneralization over
underlying forms and morphologically complex ones. In both cases, input voicing specifications
are respected by further morphology.

(22) Generalization: Input voicing specifications are respected.

A cyclic, structure-filling account nicely captures theintrinsic relationshipbetween the
sensitivity to the direction ofbranchingness anthe preservation ofunderlying voicing
specifications. This insight isot available in a noncycliaccount. At best aoncyclicaccount
could mimic the cyclic account by making the following brute-force stipulations:

(23) a. Underlying voicing specifications are respected (thus handling the data in (21))
b. The initial continuant of each branchingode is voiceless (capturing the
generalization in (18))

However, these stipulations are not intrinsically connected on the noncyclic account. This is
unfortunate, as it misses the generalization that the behavior of structure of a given type (in
this case,4voice]) is the same whether the structure is underlying or dérived

Having demonstrated the need fioterleaving, weare now ready to develop a theory
of phonology-morphology interaction that incorporates interleaving.

4. Sign-Based Morphology
In this section | develop a theory thfe phonology-morphology interfaceglled Sign-Based
Morphology, which draws upon two different lines of work. The first is the structural approach
to interleaving poposed (in slightly differerfiorms) by Sproat 1985Cohn 1989 andnkelas
1990, 1993a. The second is t@fication-basedpproach to grammaespeciallythe line of
work represented bigay 1983, Gazdar adl. 1985, Pollard and Sag 199%4ilmore, Kay and
O’Connor 1988Kay andFillmore 1994,Koenig 1992, 1993, an#&oenig and Jurafsk$994.
The theory | develop is one iwhich interleaving follows as aatural andinevitable
consequence of constituent structure, tbusrcomingpastobjections to interleaving as an
extraneous device which phonological theory should try to eliminate.

| begin with a brief discussion dhe difference between “sign-based” aftdrminal-
based” approaches tinguistics. This is a criticatontrast to draw, as pastiticisms of
interleaving as “extraneoustrucially, if implicitly, assume a terminal-basexpproach to
grammar. In this section, | ilv demonstrate first that therare notruly terminal-based
approaches tdinguistics. | wil conclude that interleaving effects can be viewed as a

The cyclic, structure-filling account has implications for phonology proper as well as for the phonology-
morphology interface. In particular, contra recent work in Optimality Theory (especially Smolensky 1993,
McCarthy 1994), underspecification is required for descriptive adequacy (see also Inkelas 1994 on this
point); furthermore, contrary to claims by Mester and 1td 1989, Lombardi 1991, Steriade 1995, the feature
[voice] cannot be privative. [-voice] is crucially necessary (as shown also by Orgun 1994b, Inkelas 1994,
Inkelas and Orgun 1995a).



consequence of usingonstituent structure$bjections to interleaving only make sense if
constituent structures are to be dispensed with as well.

In the terminal-basedapproach,which underlieswork in the Structuralistradition,
terminalnodes are thenly information-bearing elements incanstituent structure. Theole
role of nonterminal nodes is to organite terminal nodes into groups. Themeaning of a
linguistic form is assembled froitihhe semantic information inhe terminal nodes,while the
phonology is determined by some phonological system operatitige@tringsupplied by the
terminalnodes which are theunderlyingrepresentations of thmorphemes that occupy those
nodes. The status of phonologytims kind of model is illustrated in (249r the Slave form
dezonahsahdehé ‘child’s spoon’.

(24) “Terminal-based” approach

N
/ E
N N/\N
dezonah  Sah Oehé 0 [dezonahsahdehé]

The only way to generatecyclic effects in such a model is by stipulating, asSIRE, that
phonology is applied to successively largenstituentsClearly, this is a derivational model of
cyclicity. All past and currerdriticisms of cyclicphonology of which | anaware are based on
this understanding of cyclicity.

Sign-based theories dihguistics differ from terminal-basednes inassuming that
everynode in a constituent structuiacluding nonterminahodes, is arnformation-bearing
element.That is, nonterminal nodes asell as terminalones carry syntactic, semantic, and
phonological information. Thillowing discussion of sign-based linguistics highlightsatvis
important for the purposes tfis paper (for a more detailegeneral introduction, seehigber
1986 and Pollard and Sag 1994).

A “sign” is defined as a Saussurean pairing between some phonological shape and some
semantic information. In sign-based theoriespastituent structure is a statement of how the
grammar justifies (licenseshe sign represented by th®p node.Example ) shows &ign-
based representation of te@me Slave forndezonahsahdehé ‘child’'s spoon’ whosderminal-
based representation wagven in (24). The syntactic and semantic featurase highly
abbreviated for clarity.

(25) *“Sign-based” approach

[BYN|CAT SEM O

Lehild’s bearskin"noun B

FPHON /dezonawehélﬂ
[SYN|CATNOUN O

EM  “bearskin (possesse(ﬁ”
HON /sahdehé/ 0

/\

[SYN|CAT noun O [SYN|CAT noun ] [SYN|CAT noun O
EM  “child” B %EM “bear”% EM  “skin (possessed%’
HON /dezonah/[] HON /Sah/ [PHON /Oehé/ 0



The proper interpretation of the sign-based constituent structure in (25faidiving, which

is fashionedafter Kay 1983: Thesign [dezonahsahdehé] is a possible pairing of form and
meaning in Slavéor thefollowing reasons: i) theigns fezonah] and [sahdehé] exist, and ii)

the grammar allows, given a nominal sign and a possessed nominal sign, for there to be another
nominal sign that combingke forms ofthe possesseabminaland noun in some appropriate

way (to bedealt with by phonological theory) aridherits appropriatesemantic information

from the possessed noun and possessor noun. Constituent structuresavbua dual
interpretation: they can be seen as represettimmternalpart-whole structure of sign (the
syntagmatic interpretation), or as a statement of wh#teaiexicon and grammar makes it
possible to have the sign represented by the top node (the paradigmatic interpretation).

In a sign-basedpproach, the features of a mother node must be related to the features
of its immediateconstituentsThis relation can be controlled bysat of constraints. ikce
these constraints apply to thkonological string of each node img@en constituent structure,
complexconstituent structuresutomatically give rise to interleaving effed&ar example, the
failure of continuant voicing t@pply tothe sahportion of thetop node in ) is due to the fact
that the intermediate constituesathdesé is subject to phonological constraimtgich require
its initial continuant to be voiceless.

Most work inlinguistics implicitly assumes a terminal-based approach; theuiish
areexplicitly sign-basedre a distinctninority. However,this contrast is in factllusory. | am
aware of nolinguistic theory since Structuralism whichattributes noinformation to
nonterminal nodesAll current constituent-based approachedinguistics use somekind of
feature percolation, thereby locating at least some informatidheomonterminalnodes. The
fact that nonterminal nodes beeategory features is enough to illustrate this point. For
example, irnthe constituent structure in (26), the catedabel ofthe mother node is theame
as the category label of the head daughter, an instance of head feature percolation.

(26) VP
/\
\% NP
| I
eat eggplant

The need for assigning featural information to nonterminal nodesansdituent structure was
recognized even withithe Structuralist tradition biockett 1954, who loserved that a pure
item-and-arrangement view faireterminal-basedpproach in théerminology | use here) is
therefore untenable.

The following quotefrom Pinker1994makes even clearéie convenience and appeal
of feature percolation, an articulated theory of which can be found in Lieber 1980:

(27) “Take theEnglishnoun phrase. A noun phrase (NP) is na@iéer onespecialword, a
noun, that must be inside it. The noun phrase owes most of its properties to that one
noun. Forexamplethe NP the cat in the hegfers to a kind of capot akind of hat;
the meaning ofthe word cat is the core of timeeaning ofthe whole phraseSimilarly,
the phrasdox in socks refers to a foxiot socksand the entire phrase isigular in
number(thatis, we say thathe fox in socks is or was herept are or werdere),
because thevord fox is singular in number. This special noun is catleel“head” of
the phrase, and thieformationfiled with thatword in memory“percolates up” to the
topmost node, where it is interpretedchsiracterizing the whole phrase as a whole.”
[Pinker 1994:106-7]



Although thisquotationdescribes onlyhead feature percolation, some of the features of a
nonterminalnode wll of course depend on non-head daughteraels(e.g. the contrast in
definiteness betwedhe foxanda fox.

Recall from the discussion earlier that percolation tise mechanism that derives
interleaving effects in phonology. Sinak existing theories dfnguistics assume at least some
degree of percolation of syntactic features, it is fair to say thainllgedeviceneeded to derive
cyclicity comes for free in all existing theories of linguistics, even if they are not explicitly
stated as sign-based.

Thus, far from being an extra “tool” that adds complexity to a theory (Zec 1994,
Kennedy 1994), interleaving is a direct consequence of using constituent structures. Anyone
who is committed to avoiding interleaving must do without constituent structures!

In order to make this point clearer, consider the following constituent structure from
Lieber (1980:90) for the Latin verb forthksera:mussayPAST-PERF1PL’ (where “0” means
the value of the feature in question is not specified).

(28) |j \ ]

pres
Q perf U

\Y
D pres
% perf

I
B Eers

dilks era: mus

\Y \Y \Y
ET pres E % pres E pres E
% Elerf 0 @ g;arf 0 Slerf 0
B pers [] B pers [] [4 pers []

The morphosyntactic and semantic features of each nonterminal node are determined by a
number of “feature percolation conventions” in Lieber’'s approach. In any approach using

constituent structures, the feature composition (i.e., category labels as well as other syntactic
features such as bar level, and semantic features) of a nonterminal node will be related to the

This of course does notean thatonstituent structures are required in ordetddve interleavingffects.
Interleaving is in fact also an automatic consequenaealizational approaches toorphology such as
that in Anderson 1992See Orgun 1995dfor a discussion othe relationshipbetweenrealizational
morphology and Sign-Based Morphology.

Becker 1993 makethis same pointand develops garadigmatic theory of morpholodiiat doesnot use
constituent structures.



features of its immediate constituents through some constraints. By notating this dependency
as a function, and usingvN, SEM, andPHON for the syntactic, semantic, and phonological
features of a given node, we arrive at the following representation of the Latin verb form,
which makes the constraint based nature of the feature composition clearer:

(29) @YN C(#7,#5) =#9
EM ¢&(#8,#6) = #10

@YN C (#1#3) = #7
EM &(#2,#4) = #8

%YN #1 %
EM #2

YN  #1 YN  #3
%EM #H2 H %EM #Ha4 H %
HON /diks/ HON /era:/ HON /mus/ H

At this point, it is clear that the only terminal-based aspect of Lieber's approach is its
treatment of phonology. Nonterminal nodes in Lieber’s constituent structures bear syntactic
and semantic information. The phonological form that is input to phonetic implementation
needs to be determined by a phonological module applying to the phonological information
supplied by the terminal nodes. The decision to single out phonology as the only type of
information borne exclusively by terminal nodes (contrasting with syntactic and semantic
information borne by nonterminal as well as terminal nodes) is arbitrary.

An internally more consistent approach would treat phonological information on a par
with syntactic and semantic information. In such an approach, nonterminal nodes would carry
phonological as well as syntactic and semantic information. The phonological information of
a nonterminal node would be subject to constraints relating it to the phonology of the
immediate constituents. The resulting representation of the Latin verb form is shown in (30).

(30) [BYN  C (#10,#7) = #13 0

SEM  E(#11.48) = #14 g
[PHON ¢ (#12,#9) = #15/diksera:mus

SYN  (#1,#4) = #10
SEM  E(#2,#5) = #11 .
[PHON ¢ (#3,#6) = #12/diksera:/[J

[
[

YN  #1 H
%EM #2
HoN  #3/diks/ O
I
%YN #1 H %YN #4 H %YN H#Hi H
EM  #2 EM #5 EM  #8
HON #3/diks/ H HON #6/era:/ H HON #9/mus/ H

®  This arbitrary decision costs Lieber's approach dearly: she is forced to assign nonconcatenative
morphology to a separate “transformational” module, as terminal-based constituent structures are unable
to deal with such phenomena.



This is of course identical to the sign-based representation i’ 80dhis point, it should be

clear that even approaches implicitly stated in terminal-based terms possess all the tools
necessary to achieve a nonderivational account of interleaving effects. Criticisms of
interleaving as “derivational” or “formally extraneous” (see (3)-(7)) appear to be based on a
lack of understanding of the formal properties of a constituent structure.

5. Comparison of Sign-Based Morphology with paradigmatic approaches
Having showed thatinterleaving is(a) necessary, (b) a natural consequence of constituent
structures and thugc) nonderivational, | Wi now show that the theory dbign-Based
Morphology provides a superior account of the phonology-morphology interaction than can be
found in the recenparadigmatic approach, represented by Sterififl, McCarthy 1994,
Benua 1995, Kenstowicz 1995, and othevkjch holds that interleaving effectse only
apparent. According to the advocates of thadigmatic approach tthe phonology-
morphology interaction, interleaving effects result from paradignformity requirements:
morphologically related words must be phonologically similaese effects holdnly between
words (i.e., “surface” or “output” forms).

| illustrate this approach bgummarizing Kenstowicz'$1995) Optimality Theoretic
analysis of Northern lItalias-voicing, based odatadiscussed byNespor and Vogel 1986. In
the relevant dialects[s] and [z] are in complementary distribution, witliz] appearing
intervocalically:

(31) azola ‘button hole’
azilo ‘nursery school’
kaz-a ‘house’
kaz-ina ‘hOUSEBIMINUTIVE’

As noted by Nespoand Vogel, s-voicingdoes notapply consistentlyacrossmorpheme
boundaries. The rule applies in (32a,c), but not in (32b):

(32) a. diz-onesto ‘dishonest’
diz-uguale ‘unequal’
b. a-sofale ‘asocial’

bi-sessuale  ‘bisexual
ri-suonare ‘to ring again’
pre-sentire  ‘to hear in advance’
C. re-zistenza  ‘resistance’
pre-zentire  ‘to have a presentiment’

Kenstowiczclaims, followingNespor and Vogel, that tHailure of s-voicing to apply in (32b)
is connected to the fact that the stem is an independeamt in these formsThe contrast
betweernrezistenzaandasofale is to be explained bghe fact that the stem is amlependent
word in the latter but not in théormer™ In the paradigmatic approactthis idea is
implemented by invokingorrespondence constraints between related words. Tdainity

constraints are enforced betwesm/ale and asafale. By rankingthe identity constraints

19 Bird 1990 presents the same kind of structure in his introduction to unification-based grammar formalisms.

However, he does not recognize the implications of this for interleaving.

This difference between bourahdfree morphswas noted by Kiparsk$982,who proposed to account for
it by assuming thatree morphs undergo a roaycle while bound morphs do n¢see alsdnkelas 1990).
As | will show shortly, (85.2) Kiparsky'spproach (although stipulativéas greater empiricaluccess
than the paradigmatic approach. This lsecause morphologically complex sterase always cyclic
domains, even when theye notpossible words. Se@rgun 1994c, 1995fr discussion othis issue from
a Sign-Based Morphology perspective.
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higher tharthe phonotactic constraintsponsibldor s-voicing,the failure of voicing to apply

to asafale can be accounted for. In the casedaonesto dis is not anindependentvord.
Therefolrze, no paradigmatic correspondence constraints apply. There is nothing to block s-
voicing.

In this section, | Wl presentchallenges to this kind @approach and demonstrateat
Sign-Based Morphology deals successfully with these challenges.

Arguments against thgaradigmatic approach come from four gensaalrces: (1) the
“inside-out” nature ofinterleaving effects(2) the fact thatmorphological constituentshich
are notpossiblewords can nonetheless function agclic domains,(3) theneed to contrast
cyclic and noncyclicphonology, and4) underspecification effects (in which material in a
daughter constituent ismderspecifiedthus the daughter is notpmssibleword). | will discuss
the first three of these irdetail in the following sections, illustratinghow Sign-Based
Morphology copes successfully with the appropriate Hata.

5.1 Inside-out nature of interleaving effects

Inside-out effects are those in which a morphologically simpler constituent affects the form of a
morphologically more complex constituent of which it is a part, but not vice versa. This section
illustrates the inside-out nature iaferleaving orthe basis of Turkishdata. Thephenomenon

in question is aisyllabicsize conditionwhich certain speakers of Turkish impose suffixed

forms (It and Hankamer 1989, Orgun and Inkelas 1992, Inkelas and Orgun 1995a).

(33) Suffixed words must contain at least two syllables.

sol’ ‘musical note “sol” do: ‘musical note “do™
sol-ym  ‘my “sol” *do:-m Intended: ‘my “do™
sol’-ym-y ‘my “sol”-AcC’ *do:-m-u Intended: ‘my “do”AccC’
soli-y “sol"- AcC’ do:-ju “do”- AcC’

The data in (33) show thatonosyllabicroots may surface as words on their own. However,
suffixed forms must containtwo syllables. The form *do:-m-u ‘my “do”-AccC’ is
ungrammatical evethough it containgwo syllables byvirtue of the extra accusativefsu it
carries. Our main task is to account for the ungrammaticality of this form.

The paradigmatic approach wouldve to deal with this problem as follows: Them
*do:-m-u‘my “do”-AccC’ is ungrammatical becaugbe morphologically related formdo:-m
‘my “do™ is ungrammatical. Paradigm uniformity results in uniform ungrammaticality.

This account soundfine until we confront thefollowing question, so siple that one
runs therisk of overlooking it: Theungrammaticality ofthe morphologically complex form
*do:-m‘my “do” does not make the roato ungrammatical. Why?

2 Thisaccount cannohowever,handle the contragtetweenpresentireandprezentire which bothinvolve

the same stersentire which occurs independently as a worditsrown. In LexicalPhonologyterms, this
contrast is accounted by invoking a pre-affixal statle inone case butot the otherSeelnkelas 1990
for details ofthis idea. InSign-Based Morphologythis can be handled by enforcimhonological
constraints on the daughter node of constructiSasStump 1995nd Orgunl995d for discussion dhis
possibility.

The paradigmatic interpretation of sign-based strucsuggested in 84 doe®t suffer fromthis defects:
essentially this interpretation statebat interleavingeffectsresult from correspondencestween lexical
entries whichmay or maynot be words. However,this interpretation runs intproblems with lexical
entrieswhose morphosyntacti@alizationmay consist of several noncontiguous elements Asgerman
andLeSourd 1993, Ackerman 1995, Goldberg 19&othergood case is found ilmkelas 1993b, though
shedoesnot discuss it in these term3jhe structural interpretation of sidrased linguistics deals with
such cases with no difficulty.

13



What we areseeing here is thahe ungrammaticality ofone form resultsonly in the
ungrammaticality ofmore complexelated formsnot less complexelated formswithin the
same paradigm. Thenmunity ofthe morphologically simpler form from paradigm uniformity
effects follows from nothing ithe theory. It must be stipulated (@simacy of the base™*
Benua 1995 and McCartiy995). Thats, the paradigmatic approach mustipulatethe most
basic property of interleaving effects, namely their inside-out nature.

No stipulation needs to be made in Sign-Based Morphology. Inside-out effects
result of thebasicarchitecture of the theorfexample (34) illustrateshe structure of the
ungrammatical formdo:-m ‘my “do™. This form is ungrammatical because phonological
string of thetop node violatesthe disyllabic minimal size condition,which applies to all
branching nodes.

(34) " EYMCAT noun H
EM my “do
HON /do:m/ H

YN|CAT
BT IR
HON /do / /m/ H

Example (35) showshe structure of thegrammatlcal formdo:-ju ‘do-AccC’. This form is
grammatical because evamgde in the constituent structusatisfiesall relevant grammatical
requirements. In particular, there is no node that violates the disyllabic minimal size condition.

(35) YN|CAT noun H
EEM ‘do (Acc)
HON /do:ju/ H

/\
YN|CAT noun H YN[CAT ... H

EM
HON /do./ H HON u/ H

Example (36) illustratethe crucial form*do:-m-u ‘my “do”-Acc’, which is ungrammatical
eventhough it containswo syllables. This form is ungrammatida¢causenot everynode in

the constituent structurgatisfies every relevant grammatical requirement. In particular, the
intermediate nodedo:-m‘my “do™ violates the disyllabic minimal size requirement.

(36) YN|CAT noun H
EEM ‘my do (Acc)’
HON /do:mu/ H

EM ‘my do’ H

EYMCAT noun
*
HON /do:m/ H

YN|CAT noun YN|CAT . YN[CAT ...
EEM a H% -
/m/

HON /do / HON HON /u/ H

4" The need to invoke the notion of “base” is by itself sufficient to sihawthe relationseing dealt with are

syntagmatic rather than paradigmatic.



Finally, (37)shows the structure of tHerm do ‘do’. This isthe form whosegrammaticality
does notreceive a satisfactorgccount in theparadigmatic approach. From a Sign-Based
Morphology perspective, it is cleawhy this form is grammaticalThere is no node that
violates any grammaticabondition. Note that there is nway a related morphologically more
complex form could have an effect on tiisrd. This is becauseore complex forms, even if
morphologically related, are not part of the representation of the simplexdmrm

(37) YN|CAT noun
EEM ‘do’
HON /do:/ H

The same problem ipresent in Kenstowicz’'sainalysis of Italian s-voicing | have already
discussed in section 5. Theampoint of thatanalysiswas that intervocalic s-voicinils to
apply inasayale because of identity constraints holding between this formtlaadelated
word sotfale. The pair sotfale, asafale> satisfies identity better thatihe pair sorfale,
*azotfale>. However, it is alsmecessary taccount for the fact that the pair zot/ale,
azafale>, which satisfies identityust as well, isnot attested. lrgeneral,why is it that
morphologically simpler forms doot accommodate to constraints imposed on related more
complex forms? A principleéccount of such inside-owffects isnot possible within the
paradigmatic approactProponents otthis approachare forced into the unmotivated and
arbitrary stipulation of “thg@rimacy ofthe base” just iorder to encodéhis basicproperty of
interleaving effects.

In summarythe inside-out nature ofiterleaving effects is an automatic consequence
of stating that some formare morphologically simple, and morphologically complex forms
may be derived from (or related to) them in Sign-Based Morphology. Paradigmatic approaches
must stipulate thi§>

5.2 Bound stems
According to theparadigmatic approachnterlexical correspondenceapply only between
words. The paradigmatic approach is thusiable toaccount for those cases which
morphologically complex stems function egclic domains, even if thegre bound (i.e., not
possiblewords on their own). The Bantamily is rife with such examples; as vl known,
the Bantu verb stem is théomain for many phonological and morphological operations
despitebeing unable taccur as a word withouwdbligatory inflectional affixes. | W consider
one example fromBantu here, a case fro@ibemba in which gparticular phonological
alternation has to apply cyclically within the verb stem to constituents which are not words.
In Cibemba(the data arédrom Hyman1994), the superclosedwel [i], occurring in
certain suffixesfriggers mutation of the preceding (nonnasal) consonant. As shown in (38),
labial consonants mutate to [fivhile coronal and dorsal consonants mutatégsio (SeeZoll
1994 for an analysis of mutation within Optimality Theory (Prince and Smolensky 1993).)

5 Inasmuch as this stipulation is equivalent to stipulatitag themorphologically complex form is derived

from the simpler form, the Benua-McCarthy approeah, ironically, be argued to lpest as derivational
as the original Lexical Phonology conception of cyclicity that it is meant to replace.



(38) Mutation

Verb root Causative

-leep- ‘be long’ -leef+ ‘lengthen’

-up- ‘marry’ -uf-i- ‘marry off’

-lub- ‘be lost’ -luf-j- ‘lose’

-lob- ‘be extinct’ -lof-}- ‘exterminate’

-fiit- ‘be dark’ -fiis-| ‘darken’

-ond- ‘be slim’ -0ns-i ‘make slim’

-buuk- ‘get up’ -buus-i ‘get (someone) up’
-ling- ‘hunt’ -ldns-f ‘make hunt’

The crucial evidenc#or interleaving comes frorthe overapplication of mutation causative
applicative forms where, as shown in (3f)e final consonant of theoot unexpectedly
mutates along with the final consonant of the applicative:

(39) The crucial evidence for interleaving: Double mutation.

Applicative Applicative-causative
-leep-el- ‘be long for~at’ -leef-es-i

-up-il- ‘marry for~at’ -uf-is-F

-lub-il- ‘be lost for~at’ -luf-is-i-

-lob-el- ‘be extinct for~at’ -lof-es-i

fiit-il- ‘be dark for~at’ -fiis-is-|-

-6nd-el- ‘be slim for~at’ -Ons-es-i

-lil-il- ‘cry for~at’ -lis-is-j-

-buuk-il- ‘get up for~at’ -buus-is-i

-ling-il- ‘hunt for~at’ -lans-is-t

One possibleaccount of these dataight be that mutation is iterative, characterized by
unbounded leftward spreading of some feature ftben superclosed vowel][iAs Hyman
(1994) shows, howevethis analysis vit not work. Hyman cites examples such #sose in
(40) which make it clear that mutation does not apply iteratively within roots.

(40) No root internal mutation

a) -kalip- ‘be painful’ -kalif-F ‘cause pain’
*-S4sif-j-

b) -polopook- ‘crackle’ -polopoos- ‘make crackle’
*-fosofoos-F

c) -pemekees- ‘pant -pemekegs-i  ‘make pant’
*-pemesees-i

As Hymanshows, mutation doasot apply iterativelyacross thentransitive reversivaffix -uk
either:

(41) No double mutation across Intransitive reversike

Verb Intransitive reversive Intransitive reversive - causative
-kak- -kak-uk- -kak-us-i  ‘tie’
*-kas-us-t
-ang- -ang-uk- -ang-us-i ‘feel light’
*-ans-us-t
-sup- -sup-uk- -sup-us-i  ‘be lively’

*-suf-us-F



Only thefinal [k] of the intransitive reversive suffix—ndhe root consonant preceding—is
subject to mutation. What, then, is thkiéference betweerthe applicative affix and the
intransitive reversive?

Hyman (1994) proposes amnalysis ofdouble mutation irCibemba using Hammond'’s
(1991) mechanism of morphemicircumscription. According to this analysie causative
suffix -| is added to the ventot first. Mutationapplies on this cycléNext, on theapplicative
cycle,the causative morph identified and detdeed bymorphemic circumscription so that the
applicativemay attach to the bareot. The causativaffix is reattached and mutation dipp
again. This analysis is summarized in (42).

(42) ‘lengthen for’
UR Root leep
1st cycle  Affixation [[leep] ]
Mutation leef-
2nd cycle Affixation [[leef] il ]
Morphemic circumscription [[leef] il ] <t
Mutation leefest

This is obviously a derivational analysis. Can the data be handled in a nonderivational manner?
The first step indeveloping such aanalysis is tonotice that in order t@arry out

morphemic circumscriptionthe phonology needs to perfortwo tasks. Thefirst is to

determine that the base affixation contains a particular morpheme (in tase, theausative

suffix -|). This is necessary becaubke applicative morphemal- will attach as a sipte suffix

to basesnot containing this morpheme. The secotak is toidentify the part of the

phonological string that belongs tiee causative morpheme, so that aipplicative H may be

placed before it (i.e., attached as a suffix to the remainder of the base):

(43) Tasks required to carry out morphemic circumscription:
a) Determine that the base contains a specific morpheme.
b) ldentify the part of the base that belongs to that morpheme.

A simpler analysis immediately suggests itself (Orgun 1995a). skg43ahas been carried
out (i.e., once we know that we have a causative verb stengpplieative can b&eated as a
simple phonological infix. There is no need to perfaask (43b), i.e. tadentify wherethe
causative morpHies in the stem. As McCarthy and Prince 1994, 19@wehshown, the
placement oinfixes isdetermined by optimadyllablestructure concerns. Ainfix of the shape
VC will necessarilyattach inside thdinal V of a V final stem, for this ighe locationthat
minimizesthe number of undesirablepensyllables. In Hyman’s analysis, it is a coincidence
that interfixation gives rise tthe bespossiblesyllable structure.Since this is exactly hat an
infix is expected to do on universal grounds, the infixation analysis is preferable.

As an extra bonus, thefixation analysis iconsistent with Sign-Based Morphology—
and is nonderivational. Thipoint is illustrated in (44)which shows thefull sign-based
structure of the form [leefdslengthen for’.



(44) Example

EM “lengthen for”

mutation applies-
HON /leefesi H

EYMCAT verb H

EM “lengthen” H
HON /leefi/ H

YN|CAT verb H YN[CAT ... H YN[CAT ... H
EEM “pbe long” EEM EEM
HON lleep/ H HON Il H HON N/ H

In summary,whether one takes derivational (Hymanl994) or anonderivational (Orgun
1995a) approach to Cibemba double mutation, it is clear that consonant mutaticentifgt
stems likeleefi ‘lengthen’ as cycliddomains.Yet leefi is not apossibleword. Verb stems in
Bantu are not, in genergdpssiblewords, asthey are devoid ofinflectional material that all
verbs must possess.afa of this kind show that the contention of Benua 19%%emming
1995, Kenstowicz 1995, and McCarthy 1995 (see Blsmj 1995) thatcyclic domainsmust
be words is untenable. Lexical entries may functioayakc phonological domains even if they
are notactual or possiblavords. This is of courseexactly as predicted by Sign-Based
Morphology: every node in givenconstituent structure subject to phonological constraints,
whether or not it corresponds to an independent Word.

— mutation applies

EYMCAT verb

5.3 Cyclic versus noncyclic effects
The appeal of the paradigmatic approach, once one setstesmeblemsnoted aboveljes in
its ability to deal with interleaving effectSorrespondences between related waids rise to
apparently cyclic phonological effects. However, the paradigmatic approach has nadealy to
with noncycliceffects, the subject of the present section.

An excellent example ahe contrast betweeeyclic and noncyclic phonology comes
from the Turkishminimal size condition(Iltd and Hankamef989, Orgun andinkelas 1992,
Inkelas and Orgun 1995a) that was introduced in section 5.1, where it was showwaohat a
whose totalsize is two syllables maynonetheless be ungrammatical because it has a
subconstituent that violatéise disyllabic minimalsize condition. Example (45) shows that the
passive suffix as well as the possessive suffix may give rise to minimality violations.

(45) a) monomorphemic forms bguffixed forms (min &)
je ‘eat!’ *je-n ‘eat-pass’
do: ‘musical note do’ *do:-m ‘do-4GPOsS
jut ‘swallow?!” jut-ul ‘swallow-PAsS
sof ‘musical note sol’ sélym ‘sol-1SGPOS$

6 Note that theinsistence on word-based correspondences l#ssiparadigmatic approach to make an

absurd prediction. Consider a language vabtigatory inflectional morphology (e.gevery noun must
bear an overt case morpheme). In sudarguage, thevord-basedparadigmatic approach predicts no
interleavingeffectswithin derivationalmorphology, since derivational morpholodgesnot createsurface
forms. Now,consider another language identical to the first emeeptthat there is n@vert nominative
morpheme. In this language, interleavimffects are predicted tooccur in derivationalnominal
morphology, since such morphology creates possible surface forms, namely nomimadins.
Considerations like this have prompt#&bnoff, oncethe staunchest proponentwbrd based morphology
(Aronoff 1976), to abandothis positionand defend what heow calls stem-based morphology (Aronoff
1994, see also Anderson 1992).



Although repair by adding momsaiffixes isnot possiblefor possessive forms (4§ subminimal
passive formsnay berenderedgrammatical bythe addition of, forexample, araspect sffix,
which bringsthe totalsize totwo syllables (46b)Orgun and Inkela$992,Inkelas and Orgun
1995a):

(46) a) repair not possible: b) repair possible
*do:-m ‘do-1sGPOSS *je-n ‘eatPASS
*do:-m-u ‘do-1SGPOSSACC’ je-n-ir ‘eatPASSIMPRF
sof-ym-y  ‘sol-1sSGPOSSACC’ juka-nwr ‘wash-PASSIMPRF

The forms in (46a) make sense ircyglic approach, as whave already seen in 85.1: the
subconstituent Nboss(here*do:-m ‘my “do™) is subject tominimality, which itviolates. The
forms in (4®), however, call for aoncyclicapproach: the wholeord is grammatical if it is
two syllables.

As in Orgun 1994a, 1995b,c, | propose that the prapalysis othese forms requires
allowing n-ary branchingstructures (where>2). Theform je-n-ir ‘eatPASSIVEIMPRF has a
ternary branching (i.e. “flat”) structure:

47 YN|CAT verb H
EEM ‘is eaten’
HON /jenir/ H

EYMCAT verb HEYMCAT . HEYMCAT
EM ‘eat’
HON liel HON /n/ HON /|r/
The constituent structure in (4if)akes it clear whyhe form je-n-ir ‘is eaten’ is grammatical:
There is no node here that violates the disyllabic minimal size condition.

The contrast betweerflat and branchingstructures, which allows Sign-Based
Morphology to encode thdifference betweeayclic and noncyclic phonological effects, is not
an ad-hoc stipulation. There is independent evidence fdordrehingstructures needed for
the apparentyclic enforcement of theninimal size condition imominal forms(Orgun 1994b,
1995b,c, Inkelas and Orgufh995a). The evidence comdsom SuspendedAffixation,
described by Lewi§1967: 35) as a constructionwhich “one grammatical ending serves two
or more parallel words.”

An example is shown in (48a), where the nosnéhat ‘health’ and a:fijet ‘well
being’ are conjoined; the locative suffix, which has scope over both of them, is found only
once at the end of the conjoined phrase. Example (48b) is similar. Further examples can be
found in Lewis 1967, Underhill 1976, and Inkelas and Orgun 1995a.

(48)a) swhhat ve a:fijet-te b) halk-wn [adzur ve sevig-ler-i]
health and well-beingoc peoplesEN sorrow and joyPL-POSS
‘In health and well-being’ ‘the people’s sorrows and joys’

Example (49) shows the null hypothesis for the structure of this construction. | assume that
the constituent structure is as implied by the scope relations, with the locative suffix is
attached to the whole conjoined NP.

49 [ [ swhhat ve a:fijet] te]
There are initially puzzling restrictions on the combinations of affixes that Suspended

Affixation can target. As seen in (50a), it is possible to suspaneligible affixes. Here, the
plural suffix der, the possessivem, and the accusative suffik are all suspended. Example



(50b) shows that it is acceptable not to suspend any affixes at all. Here, all suffixes are
realized on both conjuncts.

(50) a) All affixes suspended: tdbrik ve tgekkyi-ler-im-i
[congratulation & thankpL-1SGPOSSACC
‘my congratulations and thanks (acc)’

b) No affixes suspended: tebrik-ler-im-i ve tgekkyr-ler-im-i

Example (51) shows the puzzling restrictions on Suspended Affixation. In (51a), we see that
it is possible to suspend just the accusative suffixhile realizing the plural and possessive
suffixes on both conjuncts. Example (51b) shows thatniois possible to realize the plural
suffix -ler on both conjuncts while suspending the possessive and accusative suffixes.

(51) Suspension of some but not all affixes.
a) [tebrik-ler-im ve tgekkyr-ler-inj-i
b) *[tebrik-ler ve tgekkyr-lef-im-i

Our task is to account for this inseparability of the plural @odsessive suffixes in
Suspended Affixation. That is, we need to find a formal account of the observation that the
plural and possessive suffixes are either both realized on all conjuncts or both suspended.

| offer ananalysis of thiseeminglystrange restriction in terms of constituent structure.
| claim thatthe plural and possessisaffixes form a fla{ternary branchinggtructurewith the
base they attach to, as in (52b), rather than a binary branching structure as in (52a).

(52) a) x b)

N
tebrik ler im tebrik ler im

The plural and possessive suffixes have to be sisters whenever they are both present (52b).
Given that the plural and possessive suffixes form a ternary branching structure Wwakehe

they attach to, the pattern of suspension in (53) is ungrammatical because it forces the plural
and possessive suffixes to be in a hierarchical structure. This example is similar to the one we
have seen before in (BR except that the accusative suffix is not involved here. This further
supports the position that the source of the problem is the configuration of the plural and
possessive suffixes. There are two possible strucforethis form. The first is shown in

(53a). Here, thgpossessive suffix is attached to the conjoined NP, as it has scope over both
conjuncts. This configuration violates the condition that the plural and possessive suffixes
must be sisters whenever they both have scope over the same head. Therefore, this structure is
ruled out. This leaves us with the possibility in [fp3which is structurally well formed.
However, this structure does not give us the desired scope relations. In particular, the
possessive suffix has scope over the second conjunct but not the first conjunct. Therefore, we
explain the fact that the plural and possessive suffixes have to be suspended together, or not
suspended at all.

(53) *[tebrik-ler ve tgekkyr-leq-im
[thank-+L & congratulationPL ]-1SGPOSS

a) b)
PN T
*tebrik ler ve teekkyr tebrik ler ve tfekkyr ler im

Problem: ler and m not sisters Problem: Incorrect scopienj-



In general, then, suffixes can be separated in Suspended Affixation only if they form a
hierarchical structure. If they form a flat structure, they have to be suspended as a group, or
not at all. See Orgun 1995b,c for more detalils.

Suspended\ffixation data show that thpossessive and accusatsufixescome in a
hierarchical structureSign-Based Morphology predictg/clic effects whenever hierarchical
structures are found. Indeed, thmnimal size condition exhibitgyclic effects in possessed
accusative forms (fo:-m-u‘my “do”-AccC’ is ungrammatical evemhough it contains two
syllables, because the subconstituetd:*m ‘my “do™ is subminimal).

Thus, Sign-Based Morphologyot only accounts for bothcyclic and noncyclic
phonology, but also relates thentrast to independently needed morphologtaicture. Past
derivational approachée.g.Kiparsky 1982,Mohanan1982,Halle andVergnaud 1987, Hlle
and Kenstowicz 1991have had to stipulatéhe difference betweertyclic and noncyclic
phonology, a distinction not motivated in any way by the morphology.

There are further difficulties that the paradigmatic approach faces thibnbtdiscuss
in detail here. The firdlifficulty is caused by underspecification of a subconstituensdane
phonologicalstructure. The mostommon case of this fal extrametricality. In these cases,
the subconstituent in questionnst apossibleword. Inkelas and Orgun 1995aave used
extrametricality in an analysis ofurkish plosive voicing alternations in a framework
compatible with Sign-Based Morphology. Anotletrallenge ipposed by Sami datdiscussed
in Dolbey 1996. AsDolbey shows, allomorph selection in Sami needs to make reference to a
bound stem that is not a possible word on its own.

5.4 Real paradigmatic effects

In order toclinch the critique of thegparadigmatic approach taterleaving effects, itmay be
fruitful to considerthe range oparadigmatic effects found in diachroniata. We Wi see that
suchindubitably paradigmatic effects hageite differentproperties fromnterleaving effects.
This confirms mycontention that paradigmniformity is not theright approach to deatith
interleaving effects. In thishort section, | W merely hint atthe relevant phenomena, as
diachronic linguistics is not the main focus of this paper.

Example (54) shows aexample paradigm, consisting tfie nominative, dative,
locative, ablative, accusative, and genitive formshef Uighur nourroot gazan‘pot’. What
makes this list of forms a paradigm is that theyadireelated to thesameroot gazan‘pot’ by a
family of morphological processes thedalize different values of a given morphosyntactic
feature (hereAsE).

(54) A paradigm: root

derived Nominative; dative | locative|| ablative || accusativig genitive

forms | [gazan ||gazana||[gazandl|gazanei| [gazanri ||gazanri

The following list summarizethe kinds of effects, synchronic and diachronic, e found in

paradigms of this sort.

* Theroot will have an effect othe derived formsThis isthe only kind of effectsobserved
in interleaving(the base of a paradigm neadt be a root as ithe examplehere, but may
itself be morphologically complex). This is cburse assyntagmatic andot aparadigmatic
effect, since the derived forms are, by definition, derived from the root.

* One of the derivetbrms might affectheroot. This kind of effect is called back-formation
or reanalysis, depending amhether theroot existed prior to this change or not. (See




Becker 1993 for discussion.) Bynchronic interleaving effects, aburse,derived forms
never have an effect aihe stemghey are basean, a fact that forceBenua 1995 and
McCarthy 1995 to stipulate tHgrimacy of the base.” Théack of such primacy of the
base effects in real (diachronic) paradigmatic phenomena is prima facie evidence that the
paradigmatic approach to interleaving is fundamentally flawed.

* Any of the derivedorms might affecthe others. There is no guaranteed direetipnto
this kind of effect. This kind of effect is also commonplace diachronically, dabign as
paradigm leveling. The existence and treatment of these effects has no bearing on the status
of interleaving. As shown by Koenig and Jurafsk994, andRiehemann1994, the
formalism introduced in this talk can satisfactorily deal with this kind of effect.

While the second and thirdaradigmatic effects summarized ab@ae common in diachronic
processes, | argue that thelffer in character fromsynchronic interleaving effects. It is
therefore a mistake to invoklie same mechanism to deaith paradigmatic effects and
interleaving effects.

6. Conclusions
The first conclusion of this study is that phonology-morphology interleaving is necessary if a
principled account of certain types of phonology-morphology interaction is to be found.

The second conclusion is that there is nothohgrivational about phonology-
morphology interleaving. Thus, to take up the question that is the tojiis @blume, is there
then a derivational residue in phonology in this age of constraint based-theories? The answer
depends solely on the natureptifonological theoryPast researchers (e.g. Lakoff 1983aye
oftenfailed to distinguish cycliphonology from rule orderingithin a cycle.The quest for a
nonderivational theory of phonologwhich should bdimited in scope toeliminating rule
orderingwithin a cycle, has erroneously begken toentail endeavoring to eliminatyclic
phonology as well. As | have shown in this paper, any theory that utilizes constituent structures
and feature percolation &ble to derive interleaving effects from declaratbemstraints on
static phrase structure configurations.

One question that must be answered is foll®wing: Sign-Based Morphology is
nonderivationalput is it empirically and theoretically superior to derivational approaches to
interleaving (such as Lexical Phonology)? Is it superior to other nonderivational conceptions of
the phonology-morphologynterface? | contend thainly Sign-Based Morphology has the
virtue thatcyclic and noncyclic effects follow from independenttyotivated morphological
structure Within pastcyclic approaches, theyclic-noncyclic distinction istipulated. Current
paradigmatic approaches have no way of addressing noncyclic effects at all.
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