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ABSTRACT
TRANSDERIVATIONAL IDENTITY
SEPTEMBER 1997
LAURA BENUA, B.A., HAMPSHIRE COLLEGE
Ph.D., UNIVERSITY OF MASSACHUSETTS
Directed by: Professor John J. McCarthy

This dissertation develops the hypothesis that morphologically-related words are
required to be phonologically identical by ranked and violable constraints. Pairs of surface
forms are linked by a transderivational or output-to-output (OO) correspondence relation.
Through ranking, constraints on the OO-correspondence relation may force a derived word
to deviate from the canonical surface patterns of the language in order to be more like its
output base. Thistheory obviates the traditional analysis that deviant phonology in complex
words isthe product of cyclic derivation. Given transderivationd relations, cyclic effects are
produced by constraint interaction in nonprocedural Optimality Theory.

Cyclic effects are better understood as misapplication identity effects, smilar to the
over- and underapplication phenomena observed in reduplicated words. Phonological
processes may overgpply (take place where they are not properly conditioned) or
underapply (fail to apply where properly conditioned) to achieve surface identity of
paradigmaticaly-related words. Constraints that demand identity in paradigms interact
directly with phonological markedness constraints and input-output faithfulness
requirements.  When OO-correspondence constraints take precedence, phonology
misapplies.

Three case studies are presented.  The Austronesian language Sundanese shows an
overapplication pattern, and Tiberian Hebrew demonstrates underapplication identity effects.
In both cases, paradigmatic identity is achieved at the cost of greater markedness in surface

forms. Both of these languages also show that paradigmatic identity is sacrificed when it




would produce too marked a structure, providing support for the clam that OO-
correspondence congtraints are ranked in afixed, monostratal grammar.

The study of English paradigms presents atheory of phonological classhood. Two
arbitrarily-defined classes of affixed words participate in different transderivational identity
effects. Each affix class triggers a distinct OO-correspondence relation governed by its
own set of faithfulness constraints. All class-specific phonological behavior follows from
the ranking of the two sets of OO-correspondence constraints.

In this tranderivationa theory, phonology is sensitive to morphology because
phonologica faithfulness relations hold over paradigmatically-related words. There are no
cyclesor levels of derivation. Complex words, like simplex words, are derived in a pardlel

grammar, without any intermediate stages.
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CHAPTER 1
PHONOLOGICAL RELATIONS BETWEEN WORDS

11  Introduction and Overview

Morphologically-related words tend to be phonologically similar. In some cases
related words are similar just because they share a morpheme and are generated from the
same underlying form. For example, cat and cats, which are related by plura affixation, are
phonologically identical (to the extent that they are) because both contain the root with the
underlying representation /kadt/, and both are derived by the English grammar.

In other cases, phonological similaritiesin related words cannot be explained simply
by appedl to a shared underlying form, because achieving identity entails violating regular
phonotactic patterns of the language. The morphologica difference between two words —
eg., the presence or absence of an affix — makes it so that a phonologica aternation is
expected in one word but not in the other. Nevertheless, the two words are identical in some
rlevant part; one word mimics the other, and thereby violates an otherwise true
generalization about the language. Put differently, a phonological process observed in the
language at large MISAPPLIES so that related forms are more dike in segmental or featural
content or in prosodic organization. The phonological process may OVERAPPLY (take place
where it is not conditioned) or UNDERAPPLY (fail to occur where it is conditioned) to
increase identity of related words.!

Consider an example of identity-driven misapplication in English phonology.
Certain consonant clusters are not permitted to surface tautosyllabically, as shown by
condemn, thumb and sign. That these words end in clusters in underlying form is
demonstrated by related words like condemnation, Thumbelina and signature, where the
unpredictable clusters surface in a heterosyllabic parse. In acertain set of suffixed words,

cluster smplification applies where it is not expected to: in condemning, thumbing and

1 The terms under- and overapplication come from Wilbur (1973), who analyzes similar patterns in
reduplicated words (see §2.4 below).
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signer, one of the root-final consonants is logt, even though both consonants could surface
in aheterosyllabic parse. This overapplication of cluster simplification increases identity of
morphologically-related words; deleting a consonant from both words makes pairs like
condemn condemning, thumb thumbing and sign signer more alike. 2

A second English example involves stress.  Certain complex words, such as
origindlity or aristocratic, bear stress on the second syllable, even though stress is not
expected in that position. In simplex words of similar shape (three light syllables before the
main stress), secondary stress appears on the first syllable of the word: Lollapal6oza,
Tatamagduchee, abracadabra. The expected leftward alignment of secondary stress
underappliesin originality and aristocratic, and the peninitial vowel bears stress. This non-
canonica stress placement is driven by identity considerations: origindlity bears stress on
its second vowel because the corresponding vowe bears stress in the related base original.
By failing to conform to the regular secondary stress pattern, originélity resembles original
in prosodic structure.

These misapplication identity effects cannot be attributed to a shared underlying
representation because they involve mimicry of DERIVED phonological properties. In the
cluster smplification case, the suffixed word signer copies a predictable property of its base
sign: the deletion of a consonant. Clearly, the fact that both sign and signer are generated
from the UR /saygn/ does not explain the surface smilarity of the two words. If the
suffixed word signer were merely generated from the UR /saygn + ar/, there would be no
account of itsloss of the /g/, since clusters are simplified only if they must be tautosyllabic.3

In fact, the overapplication of deletion in signer suggests that this word is not "generated

2 Not al pairs of related words achieve the same degree of identity. In condemn  condemnation, normal
application of cluster simplification makes the pair non-identical. | arguein 85 that the distinction between
class 1 and class 2 affixation in English correlates with the degree of phonological identity observed in
each type of paradigm.

31t might be proposed that sign and signer are derived by distinct subgrammars of English, so that
signer is subject to principles that simplify heterosyllabic clusters, while sign and signature show only
tautosyllabic consonant deletion. This subgrammar notion has been exploited in serial-derivationa theories
like Lexical Phonology and serialist Optimality Theory. | will argue explicitly against subgrammar theory,
showing that it is highly stipulative and leads to significant loss of generaization.
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from" the UR /saygn/ at all, but from the surface word sign, which shows predictable loss
of the underlying /g/.

The stress case similarly suggests a phonological relation between two derived
words. English stressis (by and large) predictable, and predictable properties are assigned
by the grammar, rather than attributed to underlying representation. The foot structure of
original and origindlity therefore cannot come from the underlying root these words have
in common — indeed, initid stress on érigin shows that the underlying foot structure in
fortjin/, if any, is not respected by the English grammar. Non-canonical peninitial stress on
origindlity is induced not by the UR, but by the related word original (in which stress
accords with canonical English patterns). To emphasize: it is the surface form of original,
where predictable stress feet appear, that influences secondary stress placement in
originality.

This dissertation develops a theory of phonologica relations between words.
Misapplication patterns are studied to show that identity of morphologically-related words
is enforced directly by the phonologica grammar. Constraints defined over
transderivational  (output-to-output or OO) correspondence relations state identity
requirements on pairs of words, or PARADIGMS, constructed by morphologica derivation
(eg., cat cats, origin original, sign signer). As primitive elements of the grammear,
the paradigmetic identity constraints interact directly with constraints that impose
phonotactic patterns. When paradigmatic identity takes precedence, canonical patterns are
disobeyed to achieve identity of related words.

This proposa is an extension of the Correspondence Theory of faithfulness
(McCarthy & Prince, 1995) in Optimality Theory (Prince & Smolensky, 1993). The
leading idea of Correspondence Theory is thet all types of grammatica faithfulness are
regulated in the same way, by ranked and violable constraints on correspondence relations.
Corresponding strings can stand in various types of relations. they may be related as

underlying and surface form (input and output) or as a reduplicant and its base or, as argued
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here, as a pair of output words. In each type of relation, identity is enforced by a set of
faithfulness constraints. Thus multiple sets of faithfulness constraints, proper to different
types of linguistic relations, coexist in the grammar, interacting with one another and with
the hierarchy of phonological markedness constraints (see §1.2 and §1.3 below on
Optimality and Correspondence Theory).

My centrad clam is that identity of words in paradigms is required by the
phonological grammear, in the same way that the grammar demands identity in input-output
or base-reduplicant pairs: by violable constraints on a correspondence relation. When OO-
Identity congtraints on a transderivational (output-output) relation take precedence over
markedness requirements or faithfulness to the underlying form, phonological processes
misapply. When OO-Identity constraints are dominated, phonology applies as expected,
and identity of paradigmatically-related words is sacrificed.

One of the results of this proposal, which | dub Transderivational Correspondence
Theory (TCT), isthat it eliminates intermediate stages in word formation, and supports the
strong clam of paraleism in an Optimality grammar (Prince & Smolensky, 1993). In
TCT, the unit of evauation is a paradigm, and the paradigmaticaly-related words are
available to the phonology at the sametime. Thisisadeparture from the traditional analysis
of over- and underapplication patterns as the product of CYCLIC DERIVATION, in which one
word is an intermediate stage in the derivation of the other. The idea is that phonological
rules apply in cycles, to successively larger morphological constituents of a complex word
(Chomsky & Halle, 1968), and rules can appear to be improperly conditioned (overapplied)
or unexpectedly blocked (underapplied) at the end of thefinal cycle. Inthecyclic derivation
of origindlity, stress rules apply to the constituent original before they apply again to the
full word, and the stress assigned to the antepenultimate syllable of original is preserved by

the rules of the later cycle4 There is, therefore, no need for a rule that places peninitia

4 Later cycles do not always preserve the output of earlier cycles; for example, the stress assigned on the
6rigin cycleis not preserved in original.
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stress on origindlity, which is good, because the English stress rules would assign initia
stress to this word (cf. Lollapal6oza). Instead, the peninitid stress on origindlity is a
residue of the (regular) stress on original. Thus, the fact that originality escapes initia
secondary stressis simply a by-product of the serial derivation of thisword.>

Transderivationa relations are not incompatible with seridism, but both produce the
same result — identity of related words — so it makes sense to diminate one in favor of the
other. | argue throughout this thesis that the constraint-based transderivational system
improves on seria analyses, both conceptually and empiricaly. One argument is that the
transderivational analysis goes straight to the heart of the matter, and focuses directly on
identity of morphologicaly-related words. There is nothing epiphenomena about identity
in paradigms; it is enforced by principles of grammar.

| will also arguethat TCT is less stipulative than cyclic theory. For example, it has
been noticed since the introduction of the cycle, that cycles of rules apply only to full words,
and not to smaller morphological constituents (Brame, 1974; Kiparsky, 1982a; Inkelas,
1989). "Cyclic effects' occur only in words that are derived from another word, and not in
words built by affixation to a bound root (such as eectric, conceive, impeach). Serial
theories require some extra stipulation to prevent rules from cycling on bound roots;
familiar proposals include the (Revised) Alternation Condition (Kiparsky 1968) and the
Strict Cycle Condition (Kean, 1974; Mascar6, 1976; Kiparsky, 1982a; Cole, 1995). In
TCT, the fact that bound roots are not cyclic domains follows from the basic premises of the
theory. Cyclic effects are misapplication identity effects, in which a complex word mimics
its output base (as demanded by high-ranking OO-correspondence constraints). Since a
word built from a bound root has no output base (*electr, *ceive, *peach), it can never

show misapplication or "cyclic" effects.6

5 In addition, the rule that assigns word-initial secondary stress has to be "turned off" before the class of
words like originality is derived.

Another restriction on cyclic rule application, known as the Strong Domain Hypothesis (Borowsky,
1986 citing unpublished work by Kiparsky), holds that rules can be "turned off" but not "turned on" in the
course of aderivation. SDH effects also fall out naturally in the TCT framework, from general principles of
constraint ranking (see §5.7).
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Another argument that will receive some attention in following chapters is that TCT
istypologicaly more restrictive than cyclic theory. Because al words are evauated against
the same hierarchy of constraints, the paralel theory putsa limit on how deviant the deviant
phonology of complex words can be. The non-canonical surface patterns observed in
paradigms and the canonica patterns of the language are generated by the same grammar.
All words are evaluated against the same fixed ranking, so they are restricted in the ways
they can differ. Serid theories, in contrast, leave open the possibility that cycles or levels of
derivation differ in any or dl ways, and can produce wildly various surface patterns in
different classes of words, including patterns that are unlikely to be attested in natural
language. These and other arguments against the seria or cyclic approach are set out in
more detail in following chapters.

The transderivationa aternative to cyclic theory is not new. In the generative
framework,” Harris (1973) argues for a paradigm-based analysis of certan Spanish
phenomena, Hock (1973) proposes a theory of synchronic analogy in an anaysis of
Sanskrit forms, and Chung (1983) presents a transderivationa analysis of stress and
segmental phonology in Chamorro. Hooper/Bybee's (1976, 1985) theory of lexica
networks is similar in spirit, as is Leben & Robinson's (1977) theory of Upside Down
Phonology. There are aso connections between transderivational theory and Aronoff's
(1976) word-based morphology, in that the word unit plays a prominent role in both
frameworks. More recently, Burzio (1994 et. seq.) articulates a theory of anti-allomorphy
effects which foreshadows many of the ideas presented in this dissertation.

With the development of Optimality Theory (OT) and its notion of pardlel
derivation, and particularly since the Correspondence Theory of faithfulness was introduced,
the transderivational approach to word formation has recelved a good deal of atention.

Transderivationa analyses have been offered by Benua (1995), McCarthy (1995), It6,

7 The structuralist Word-and-Paradigm tradition of morphophonological analysis is clearly related to
transderivationalist ideas, and there are also obvious connections between synchronic transderivational
theories and the notion of analogy in language change (see Hock (1973) for discussion).
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Kitigawa & Mester (1995), Kraska-Szlenk (1995), Kenstowicz (1996, 1997), Kager (1995),
Buckley (1995), Verhijde (in prep.), Flemming (1995), Wilson (1996), Steriade (1996),
Archangeli (1996), Crosswhite (1996); Levy (1997ab), and Bakovic (1997), among others.8

The transderivational model proposed in thisthesisislaid outin 82. In brief, | clam
that morphological derivation (affixation, truncation, ablaut, etc.) is mirrored by a
phonologica faithfulness relation between the derived output and an output base. Each

output is aso related to an input or underlying form, asin (1).

(0] Transderivationa Relations
OO-correspondence
[ked] 2> [kets]
|0-correspondence P N 10-correspondence
Ikea/ Jkedt + &/

OO-correspondence relations link words two a a time, in SUBPARADIGMS.  |dentity
congtraints on the OO-correspondence relation compete with 10-correspondence
constraints and markedness congtraintsin afully parallel derivation of paradigms.

The TCT proposds are developed in three case studies, which are previewed briefly
in (2). In each case, phonology misappliesto achieve identity of arelated pair of words.
2 Case Studies

83 Sundanese (Robins 1957; Cohn 1990) Progressive nasad assimilation
overgpplies in infixed plurals: [n-adl-idr] 'seek (pl). Ora consonants are
expected to block nasal spread (compare [piiliat] 'stretch’ ), but the ord
consonant of the plural infix fails to do so. The root vowels in the plural word
[n-al-iar] are nasal because the corresponding vowels in the related singular
base [yiar] are predictably nasdized by progressive harmony. Other affixed
words show normal application of nasal harmony: [gade  g-um-3de] ‘biglbe
conceited. Thus not al affixation paradigms are identicd in vocalic nasdlity;
affixed words mimic their bases' vowels, except when this would put an ora
vowe in a post-nasal context. This context-sensitive overapplication pattern
shows that OO-ldentity and |O-Faith constraints are ranked in a fixed
markedness hierarchy.

84 Tiberian Hebrew (Prince, 1975) Epenthesis and post-vocdic spirantization
underapply in certain morphologically truncated words, producing complex
syllable margins [yisb] 'let him take captive' and post-vocalic stops [Samafat] 'you
(f.sg) heard. Epenthesis and spirantization underapply because they are not

8  Seealso Orgun's (1995, 1997) declarative theory of cyclicity effects, and Raffelsiefen's (1992, 1993)
nonconfigurational model of base recognition.
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conditioned in the related base words [yiSbe] 'take captive, [SamaS¥ti] 'l heard.
Other truncated words show identity-disrupting normal application of epenthesis
and spirantization [yixtof koO0f] ‘writewritel. Thus mis-application is
sensitive to morphological category; phonology underapplies in jussives, and
applies normally in imperatives. | propose that the two classes of truncation
show different surface patterns because they are subcategorized by distinct OO-
correspondence relations.

85 English (Chomsky & Halle, 1968; Kiparsky 1982; Borowsky 1986, among
others) Two classes of affixed words exhibit different misspplication effects.
Words with class 1 affixes show identity-driven misapplication of secondary
stress footing [original  origindlity], while words with class 2 affixes show
misapplication of main stress [6bvious  Gbviousness| as well as a variety of
segmental processes, including word-final cluster simplification [dam<n>
dam<n>ing]. Developing the theory of phonological classhood introduced in
84, | propose that the two arbitrarily-defined classes of English affixes are
subcategorized by distinct OO-correspondence relations. | argue that affix
classes are defined solely in terms of these misapplication identity effects.
The case studies show that all types of phonology can misapply —aderived word can mimic
its base in festures (nasdization in Sundanese), segmentism (epenthesis in Tiberian
Hebrew) or prosodic structure (English stress footing). The misapplying dternations can
be contrastive (English cluster simplification) or alophonic (Hebrew spirantization). Also,
misapplication identity effects occur in paradigms constructed by any type of morphological
derivation; the languages analyzed here illustrate truncatory and affixation paradigms, but
identity effectsalso occur in ablaut (Benua, 19978) and compounding (see, e.g., Mohanan,
1982, 1986).
The remainder of this chapter introduces some basic relevant notions of Optimality
Theory (81.2) and Correspondence Theory (81.3). In 82, the transderivational modd is
introduced. Following the case studiesin 883-5, the main points of the thesis are reviewed

and some residual issues are addressed in §6.




12 Optimality Theory

Optimality Theory (Prince & Smolensky, 1993) holds that a grammar is a hierarchy
of universal well-formedness constraints. From a given input, a set of candidate outputs is
generated and evduated againgt a language-particular ranking of the constraints. The
candidate output that best-satisfies the ranking, by violating the fewest lowest-ranked
congtraints, is selected as the optima or actual surface form.

A full discussion of Optimality Theory (OT) is obviously not possible or necessary
here. This section summarizes some of the fundamental concepts and conventions of OT,
and then turns to two aspects of the theory that are particularly reevant to my proposals:
parallelism of derivation (81.2.1) and the theory of inputs and lexica forms (81.2.2).

Constraint interaction is the core of OT. Constraints impose a variety of goas, and
when the goals conflict, one takes precedence over another. The schematic example in (3)
demondtrates the interaction of a markedness congtraint, which demands a certain well-
formed structure, with faithfulness constraints that militate against deviation from lexical
forms. The markedness constraint is ONSET, which requires syllable onsets, and the
faithfulness congtraints a'e MAX and DEP, which prohibit deletion and insertion,
respectively.® In tableaux, constraints are arranged in order of rank from left to right. The
input or lexical form appearsin the upper left corner, and candidate outputs are displayed in
the cells below. Only three of the most likely candidate outputs generated from the
hypothetical input /ibal are considered in (3), athough many others could (and should) be
imagined.10

9 Faithfulness constraints are introduced in more detail in §1.3 below.

10 with Freedom of Analysis, the generator function can pair an input with a potentially infinite set of
output representations. All suboptimal outputs violate constraints that are ranked higher than the
constraints violated by an optimal form. Inviolable or hard constraints may limit the pool of possible
linguistic structures, and hence limit the candidate set. Tesar & Smolensky (1993, 1996) develop an
agorithm by which the learner can further limit the candidate set to the most competitive forms.
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(©)] Congtraint Evaluation ONSET, DEP>> MAX
/ibal ONSET DEP MAX
a i.ba *1
b. yi.ba *1
C. & ba *

In this grammar, candidate (c) ba is the optima form. Fully faithful redization of the
vowe-initia input violates the syllable structure constraint, and this high-ranking ONSET
violation isfatal to candidate (a). Candidates (b) and (c) avoid an ONSET violation by being
unfaithful to the input: candidate (b) satisfies ONSET by epenthesizing a glide and violaing
DEP, and candidate (c) avoids ONSET violation by deletion, which violates MAX. Because
ONSET and DEP dominate MAX, the MAX-violator () is the optimal output. It is more
harmonic to delete a vowe from the input /iba/ than to tolerate an onsetless syllable or to
epenthesize an onset consonant.

A constraint ranking is established by conflict. The example in (3) demonstrates
two rankings, ONSET >> MAX and DEP >> MAX, by comparison of the actual word with
other possible redlizations of theinput. Domination can also be established by trangtivity.
If adifferent input-output pair in the hypothetical language in (3) demonstrates a conflict
and ranking between ONSET and another constraint C, such that C dominates ONSET, then
by transitivity C dominatesMAX. Domination is gtrict, so that multiple violations of some
constraint cannot override a single violation of a higher-ranked constraint.11 In the two-
dimensional tableaux, constraints that cannot be ranked with respect to one another are
displayed in arbitrary order. Established rankings are represented by the domination sign
(>>) and thicker grid linesin tableaux. Violationsthat are fatd to the relevant candidete are
marked with an exclamation point (!), and the pointing hand (¢°) draws attention to the
optimal form. Cells that assess irrelevant violation of crucidly dominated constraints are

shaded.

11 But see Smolensky (1995) on local conjunction, especially self-conjunction of constraints.
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OT is aradical departure from traditiona rule-based generative phonology. It is
non-procedural — congtraints state output targets only, and repairs fal out of the ranking.
Thereis no step-wise derivation of surface forms (but see below). Moreover, because it is
non-procedural, OT predicts consistency among the surface forms of a language. If a
grammar is a constraint hierarchy rather than a rule set, multiple processes in a language
should work toward the same target structures, those enforced by the highest-ranked
congtraints. Observed consistencies in a phonological system, which have been described
asrule conspiracies (Kisseberth, 1971) duplication (Kenstowicz & Kisseberth, 1977, 1979)
or persstence (Myers, 1991a), follow naturally from the idea that a grammar is a Static
hierarchy of constraints (see Prince & Smolensky, 1993; McCarthy & Prince, 19933
McCarthy, 1997a). Rule-based theory does not make the same prediction. Without
additional stipulation, a rule-based grammar is free to contain any set of rules. Rules can
produce intermediate stages that are illict in the system, or surface forms that are
inconsistent with one another. Nothing in rule-based theory requires the various processes

in alanguage to conform to the same patterns, so conspiracies are unexpected.

121  Padldism

OT derivations take place in paralel, without intermediate stages. Priority among
competing goas is modelled as ranking priority of constraints, rather than tempora
ordering of rules. Parallelism of derivation is a fundamenta part of OT, in that candidates
sets are generated and evaluated simultaneoudy againgt the congtraint ranking. Prince &
Smolensky (1993) take the paralelism notion further, and make the strong clam that
grammar is parallel. Derivations are one-step mappings from an input to a set of fully-
formed output representations.

Full paralelism of grammar is not an entailment of OT. Derivations could take
placein serially-ordered stages, each consisting of a one-step mapping from an input to an

optimal output form. This kind of seria elaboration of OT has been proposed (see
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McCarthy & Prince 1993a; Black, 1993; Inkelas, 1994; Kenstowicz, 1995). Seridism is
introduced into OT to explain the class of cases known as cyclic effects: an output, with its
predictable phonology derived by one constraint ranking, functions as the input to a later
level of derivation, which has a different constraint ranking. Serial OT recapitulates the core
of the rule-based analysis of paradigmatic identity effects: originélity doesn't conform to the
canonical pattern of leftward secondary stress because the word original is derived first, and
(by promoting faithfulness constraints) the later level of derivation preserves the peninitia
stress.

Asmentioned, | argue against serialism and for a fully paralel theory of grammar,
without intermediate stages of any kind. The core of my proposal is that constraints
evaluate subparadigms, or pairs of words, like original originality. Theunit of evauation
is the subparadigm, and both members are available for evduation by the constraints. There
is no sense in which the less complex word is derived first. Some of the arguments against
seridism have dready been noted; namely, that TCT is less gipulaive and more
typologically-restricted than cyclicity, and it is also more appealing conceptualy, in that it
directly regulatesidentity in related words. In addition, the parallel theory makes the correct
predictions about relations between underlying and surface forms. In a cyclic andysis, a
morphologically-complex word losesiits link to the underlying representation.  The input to
origindlity is the derived output original, and not the underlying root. A direct link to
underlying representatation is often crucid, however, and it is naturdly avalable in the

parallel theory. These arguments are developed in following chapters.

122  Inputsand Underlying Forms

OT recognizes two levels of derivation — inputs and outputs. An output is a
structure that minimally violates the language-particular constraint ranking. The definition
of aninput is not quite as obvious. Most OT work assumes the traditiond view that each

morpheme of a language is assigned an underlying representation, based on the system of

-12-




contrasts in the language, and dlomorphy is derived from this unique UR by the
phonologica grammar.12 But unlike rule-based theory, OT provides a forma framework
for deriving the underlying inventory of morphemes. Underlying forms are derived from
surface forms by principles of grammar (Prince & Smolensky, 1993:88).

Roughly, constraints fall into two groups, markedness constraints and faithfulness
constraints.13 Both state output targets. Markedness constraints pendize certain structures
or features, such as onsetless syllables or ATR low vowels. They can be context-sensitive,
stating bans on afeature in some position or sequence (e.g., "no gutturals in codas' or "no
post-vocaic stops'), or context-free, pendizing any occurence of a feature or feature
combination (e.g., "no labials' or "no nasa vowels'). The markedness constraints state
output targets in an obvious way. Faithfulness constraints are also output-oriented; they
require outputs to be just like their inputs (see §1.3 on faithfulness theory).

All OT constraints are restrictions on output representations. It is of course
logically possible to state constraints on underlying representations, as rule-based theories
make use of morpheme structure constraints (MSC's) and other tools, including language-
particular underspecification. But this leads to the duplication problem: the similarity
between MSC's and the surface patterns produced by rules is unexplained (see Kenstowicz
& Kisseberth, 1977, 1979). With its strict output orientation, OT obviates the duplication
problem. Apparent restrictions on underlying forms (the putative MSC's) reflect the same
generalizations that surface forms do, because both outputs and inputs are determined by

the grammar, as set out shortly below.

12 Obviously, only phonologically-predictable allomorphy is derived by the phonological grammear.
Suppletive alomorphy (go/went), including partial suppletion like the vowel changes in
compel/compulsion, repel/repulsion, etc. is not predictable, and has to be encoded underlyingly.

13 'Whether a given constraint enforces markedness or faithfulness is not always clear. For instance, a
constraint that requires edges of morphological and phonological constituents to coincide (McCarthy &
Prince, 1993b) could be a markedness constraint, since it dictates a certain structural aignment, or a
faithfulness constraint, since it requires an edgemost element to be faithfully redlized as edgemost (see
§4.3.3 on ALIGN and ANCHOR constraints). Moreover, it is possible to imagine other kinds of constraints
besides markedness and faithfulness, such as anti-faithfulness constraints ("be different from the input").
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Another fundamental premise of OT isthat phonological constraints are supplied by
universal grammar. Language-particular patterns result from permutations in ranking of the
universal output constraints (see Prince & Smolensky, 1993 and McCarthy & Prince 1993a
on factoria typology). The only difference between languages, and the only thing that a
language learner needs to master, isthe ranking of universal output constraints.14

From these two basic assumptions — that constraints state output targets only, and
that the re-ranking of universal constraints defines the typological space —it follows that the
pool of possible inputs is universa. Very smply, OT does not have the tools to restrict
input forms, so inputs must be universal. Any possible input structure, fed into a language-
particular grammar, gives rise to an output that is well-formed in that language.l> Since
language-particular assumptions about inputs cannot be stipulated, they have to be deduced
from the language's surface patterns. This is the Richness of the Input principle (Prince &
Smolensky, 1993:191ff.).16

Because language-particular restrictions on inputs cannot be dated, OT
distinguishes POSSIBLE INPUTS, which are drawn from the universal pool of possible
linguistic structures, from the UNDERLYING REPRESENTATIONS of the morphemes of a
particular language. The pool of possible inputsto agrammar is universally unrestricted or
rich. The underlying forms of a particular language are derived from its surface

representations, by examining the system of surface contrasts.

14 This may be too strong. For example, work on constraint conjunction (Smolensky, 1994, 1997;
Fukazawa & Miglio, 1997; It & Mester, 1997) proposes that the mechanism of conjunction (the "&"
operator) is part of UG, but constraints are selected for conjunction on a language-particular basis.
Constraints keyed to particular morphemes can also be seen as language-specific, but in a similarly limited
sense. | argue below that morpheme-specific phonological patterns are produced by the rank of the
faithfulness constraints relevant to the morpheme or morpheme class at hand — the strong claim is that the
only constraints that can refer to particular morphemes are faithfulness constraints. | assume that the
framework of faithfulness (correspondence relations and their attendant constraints MAX, DEP, IDENT[F],
etc.) is innate. The task of the learner is to look for links between correspondence relations and the
language's morphemes (see §6).

Prince & Smolensky (1993:47) propose that a given input may not be paired with any overt output.
An input may be uninterpreted by the grammar, so that its optimal output is the null parse (see aso
McCarthy & Prince, 1993a:87).

Prince & Smolensky actually refer to this as the Richness of the Base — its name is changed here so
that the term base can refer exclusively to the output base of an OO-correspondence relation.
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If some phonological property is contrastive in some context, the language learner
can deduce that this property is designated in the underlying representations of that
language. For example, contrastive obstruent voicing in English pat/pad/bat/bad provides
evidencethat obstruent voicing is fixed in underlying representations, and that faithfulness
to underlying voicing is more important than avoiding marked larynged features in
obstruents (by the ranking Faith[vce] >> *[obstr-vce]). The arbitrary distribution of voicing
in obstruents in surface forms must, logically, be specified in underlying representations of
English morphemes.

Predictable properties, on the other hand, cannot be fixed in underlying
representations by logica deduction, because predictable phonology is a matter of
markedness, not faithfulness. For example, nasals are voiced in English because a
markedness constraint against voiceless nasals is high-ranking, and not because al nasals
happen to be underlyingly voiced. High-ranking markedness ensures that nasals are voiced
in optimal outputs. Therefore, it makes no difference whether inputs have voiced or
voiceless nasalsin them. Inputs are unrestricted, so voiceless nasals from the universal pool
of inputs may be presented to the English grammar, but the ranking of *[nas-vcls] >
Faith[vce] excludes voiceless nasals from optimal English words.

Since nasal voicing is predictable, severa possible inputs converge on the same
output representation. For instance, the underlying form of a word like man could contain
either voiced or voiceess nasals — the possible inputs /man/, /man/, /man/ and /man/
converge on the same voiced output [man], due to high-ranking markedness against
voiceless nasals. Prince & Smolensky (1993:191ff.) propose that speakers resolve this
indeterminacy by Lexicon Optimization (see aso 1t6, Mester & Padgett, 1995). Speakers
use the grammar to select the best underlying form. The possible input that entails the
fewest, lowest-ranked violations in the mapping to the actual output is chosen as the lexica

representation.
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By Lexicon Optimization, the fully voiced input /man/ is the optimized underlying
representation of this morpheme, since no congtraint violations are incurred in the mapping
to the voiced output [man], whereas other possible inputs incur violation of Faith[vce].
This Faith[vce] violation islow-ranking and irrelevant in the selection of the optimal output,
but it neverthel ess works to exclude voiceless sonorants from the underlying representations
of English morphemes.1?

To sum up, underlying forms of morphemes are not stipulated in OT, but derived
from the surface evidence. Contrastive properties are logicaly deduced to be part of
underlying representations, while noncontrastive properties may be fixed in underlying
representations by making use of the constraint heirarchy, by Lexicon Optimization. | have
rehearsed Prince & Smolensky's theory both to make clear my assumptions about inputs
and lexica forms, and because the Richness of the Input principle plays an important role in
the transderivational proposal. In particular, Richness of the Input means that misapplication
identity effectsin paradigms can only be produced by constraints that compare two surface
representations.

When a predictable or alophonic aternation misapplies to preserve identity in a
paradigm, it is clear that input-output (I0) faithfulness constraints are not responsible.
Misapplication of allophony has to be forced by high-ranking output-output (OO) identity
constraints. Noncontrastive features cannot be fixed in inputs; as just discussed, OT lacks
thetools. Thus, inputs arerich in predictable properties, and faithfulness to these rich input
specifications is necessarily low-ranking, below the markedness constraints that determine
the surface allophony. It follows that the markedness violations entailed by misapplication
in paradigms is not forced by low-ranking 10-Faith constraints. Moreover, logicdly, the
distribution of noncontrastive featuresisreliable only in surface representations, where it is

enforced by markedness constraints. When a word deviates from canonical phonologica

17 Thisisjust one version of Lexicon Optimization offered by Prince & Smolensky. In another version, a
*SPEC constraint penalizes feature specifications, so that the voiceless input is selected as the optimal
underlying form. See §3.5 for more on Lexicon Optimization.
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patterns to mimic its base's predictable features, it is being faithful to the base's output
representation, where the predictable features are fixed by output constraints. | return to this
argument in following chapters.

It has been my goal in this section to lay out some of the fundamenta principles of
OT, focusing in particular on its claim of parallelism of derivation and its theory of inputs
and underlying forms. The former is crucial because it is a centra motivation of my
proposal — if paradigmatic identity is enforced by transderivational identity relations, serial
word formation is obviated. The theory of inputs and underlying forms is also important,
because it requires differentiation of faithfulness constraints on different types of relations—
specifically, it demands a distinction between input-output faithfulness and faithfulness
between related outputs. The next section presents some introductory discussion of the

faithfulness constraints themselves.

13 Correspondence Theory

The conflict between markedness and faithfulness constraints is at the heart of OT.
Unrestrained, markedness constraints would reduce al utterances to the least-marked
structures ba or ti. Faithfulness constraints counterbalance markedness requirements. The
Correspondence Theory of faithfulness (McCarthy & Prince, 1993a, 1994ab, 1995) holds
that candidate sets are provided with correspondence relations between elements in related

strings.

4 Correspondence
Given two related strings S; and Sp, correspondenceisarelation R between

elements of S; and elements of Sp. Segments a (an element of S1) and 3 (an
element of Sp) are referred to as correspondents of one another if aRp.
Correspondence is simply arelation between segmentsin pairs of strings; it can be thought

of as coindexation of related elements.18 Correspondence governs al types of linguistics

18 Following McCarthy & Prince, | assume that correspondent elements are segments, as stated in (4),
although nothing in my core proposal crucialy relies on this. McCarthy & Prince suggest that
correspondence relations may hold between other kinds of elements, such as features or prosodic units, and
others have pursued this suggestion (Lamontagne & Rice, 1995; Lombardi, 1995b; Causley, 1997ab).
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relations—the S; and S of the definition in (4) may be related as an input-output pair, or as
base and reduplicant, or asapair of output words.

Correspondence between two elements does not guarantee identity of those
elements. Correspondent identity is enforced by ranked and violable constraints. Each
vaigble dimension of the representation is governed separately, by a separate faithfulness
congtraint. The congtraintsin (5) demand complete and exclusive correspondence between
strings. MAX requires every segment in the base S; to have a correspondent in the related
Sy, prohibiting deletion. DEP penalizes insertion — any segment in Sy without a

correspondent in S; violates the DEP constraint.

) Stringwise Faithfulness
MAX “Every segment in S has a correspondent in Sp.”
DEepP “Every segment in Sp has a correspondent in Sp.”

Correspondent segments are required to be identical in feature composition by IDENT[F]
constraints, which separately govern al phonological features. Through ranking, they force
correspondent segments to be identical.

(6) Featural Faithfulness
IDENT[F]  “Correspondent segments are identical with respect to feature F.”

Every possible deviation from perfect identity is regulated by a separate constraint. In
addition to MAX, DEP and IDENT[F] congtraints, CONTIGUITY constraints ("no skipping"
and "no intrusion") require contiguous elements to have contiguous correspondents,
LINEARITY penalizes metathesis and UNIFORMITY prohibits coalescence/breaking (see
McCarthy & Prince 1995: Appendix A). Other faithfulness constraints will be introduced
as they come up in specific analyses.

Under Correspondence Theory, deletion and epenthesis are literal. The foundational
OT work, Prince & Smolensky (1991, 1993) and McCarthy & Prince (1993a), assumed a

different model of faithfulness, which has come to be known by the names of its anti-

Correspondence between features addresses some apparent problems with enforcing featural identity through
segments, but it also raises its own questions, such as how associations between features and segments are
regulated.
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deletion and anti-epenthesis constraints PARSE and FILL. Under PARSE-FILL faithfulness,
elements cannot be deleted or inserted. Instead, deletion is understood as underparsing of
material by segmenta or prosodic structure (PARSE violaion), and epenthesis is
characterized as overparsing, or unfilled prosodic structure (FILL violaion). PARSE-FILL
faithfulness respects the principle of Containment, which requires output representations to
literally contain input structures. With Containment, OT is essentialy a single-level theory
of grammar. Underlying forms are required to encode alanguage's system of contrasts and
to account for phonologically-conditioned allomorphy, but there is no need to look back a
the input representation to assess satisfaction of the faithfulness constraints, because al
input information isliterally contained in the output representation.

Correspondence Theory makes OT a two-leve theory. Input and output are
separate strings, and faithfulness between them is assessed via the correspondence relation
provided by the candidate generator. There are severa differences between Correspondence
Theory and the PARSE-FILL theory of faithfulness. For example, Correspondence Theory
explains why deleted material, which under PARSE-FILL's Containment principle must be
present-but-unparsed, has no effect on outputs (e.g., in assessment of aignment). By
alowing litera insertion of segments, Correspondence Theory also explains how epenthetic
segments (which are filled in post-phonologicaly under Containment) can spread their
features onto neighboring segments. The two theories aso differ in their characterizations
of linear order violations (metathesis) and failures of biuniqueness (coalescence and
diphthongization). McCarthy & Prince (1995) offer discussion of these and other points of

comparison.

131  Differentiating Faithfulness: 10 and BR Correspondence Relations
For present purposes, the most important difference between PARSE-FILL
faithfulness and Correspondence Theory is that the latter recognizes different types of

faithfulness relations. Correspondence relations were initidly posited by McCarthy &
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Prince (1993a) to model identity (or the lack of identity) in the reduplicative "copying"
relation.  Noting the pardleds between base-reduplicant identity and input-output
faithfulness, McCarthy & Prince (1995) propose a generdized Correspondence Theory,
modelling every type of faithfulness relation in the same way, through correspondence
relaions. All kinds of linguistic relations are subject to the same general system of
correspondent identity constraints.

Different types of correspondence relations hold in different domains. Output
forms are related to their input or underlying forms by an input-output (10) correspondence
relation, while reduplicants are related to their bases by a basereduplicant (BR)
correspondence relation.  Each relation is associated with its own separate, and separately-
rankable, faithfulness constraints.  10O-correspondence is governed by the 10-Faith
constraints 10-MAX, 10-DEP, |O-IDENT[F], and identity of a reduplicant and its base is
evaluated by BR-ldentity constraints BR-MAX, BR-DEP, and BR-IDENT[F].

A simple example from Baangao reduplication demonstrates that 10-Faith and BR-
Identity constraints are distinct from one another (McCarthy & Prince, 1994ab). Balangao
words freely admit coda consonants, except in reduplicants — syllable codas are minimized
in reduplicative copies. Less-than-total copying of the base occurs in the reduplicated
wordsin (7) in order to avoid coda consonants.

(7) Balangao Reduplication

/maN-RED-tagtag/ martag.ta-tag.tag 'running everywhere
/ma-RED-taynan ma-tay.na-tay.nan ‘repeatedly to be left behind'

This pattern is produced by ranking two different types of faithfulness constraints, 10-Faith
and BR-Identity, in different positions in the Balangao grammar. Specificaly, two MAX
congtraints, |O-MAX and BR-MAX, have different rank with respect to the syllable-structure

constraint NOCODA ("syllables do not have coda consonants').
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If codas are permitted in the generd case, IO-MAX must outrank NOCODA in
Balangao. Tableau (8) shows how amonomorphemic word like tagtag 'run' gets an optimal
faithful parse, despite the entailed violation of NOCODA.

()] Badangao  10-MAX >> NOCODA

[tagteg/ 10-MAX NOCODA
a tata **1

b. tag.ta *1 *

c. = tag.tag ¥

Candidates (a-b) each fail to redize some input materid, and are suboptimal because 10-
MAX outranks the markedness constraint against codas. It is better to realize al input
segments and satisfy |O-MAX than to avoid a coda consonant, asin optimal (c).

In reduplication, codas are more marked, and the full base tagtag is not copied in the
reduplicated form. Instead, the base's fina consonant fails to correspond to reduplicant
meterid, in violation of BR-MAX, so that a NOCODA violation is avoided. It is more
harmonic to minimize codas in reduplication than to achieve complete copying, because
NoCoDA >> BR-MAX.19

9) Codas are Minimized in Reduplication NOCODA >> BR-MAX

JRED-tagtad/ NOCODA | BR-MAX
a« tag.ta-tag.tag FE *
b. tag.tag-tag.tag *kk k]

10-MAX, which governsthe relation between outputs and inputs or lexical forms, and BR-
MAX, which relates reduplicants and bases, have different rank with respect to NOCODA.
They are formally distinct constraints.

|O-Faith and BR-Identity constraints are ranked in the same constraint hierarchy. In
analysis of avariety of cases, McCarthy & Prince demonstrate that BR-Identity and 10-

Faith constraints can come into conflict and be ranked with respect to one another, so that

19 The reduplicant isforced to have one coda consonant by dominant BR-CONTIGUITY, which requires
contiguous segments to have contiguous correspondents.
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faithfulness to the input can take precedence over reduplicative identity, and vice versa
These direct conflicts between 10-Faith and BR-ldentity are clear evidence that BR-1dentity
and |O-Faith coexist in the same grammar. Other evidence comes from cases that show that
reduplicants and bases are generated simultaneously, in parallel. Discussion of paralelism
in reduplication is postponed until §2.4, where reduplicative identity effects and
paradigmatic identity effects are compared.

McCarthy & Prince (1993, 1994ab, 1995) explore in detail the patterns that result
from various permutations of 10-Faith, BR-lIdentity and markedness constraints. These
include the emergent unmarkedness ranking of 10-Faith >> M >> BR-Identity exemplified
in Baangao, in which the different rank of two types of faithfulness forces unmarked
structure (open syllables) to emerge in a specid morphological domain (reduplicated
words). Other possible rankings of the three constraint types produce other patterns,
including identity-preserving over- and underapplication of phonology, and identity-
disrupting normal application. These reduplicative patterns resemble very closely the
paradigmatic misapplication phenomena that are analyzed in this dissertation, so | put off
discussion of them until the theory of transderivational correspondence relations is

introduced in 82.

132  Differentiating Faithfulness: Roots and Affixes

In addition to the fundamental distinction between IO and BR faithfulness relations,
McCarthy & Prince (1994b) propose that faithfulness is relaivized to the basic
morphological types root and affix. Universdly, faithfulness to root material takes
precedence over faithfulnessto affixal material: Root-Faith >> Affix-Faith.

The Root-Faith >> Affix-Faith ranking means that affixad materid is relatively
unmarked with respect to root materia. All else being equa, roots admit greater contrasts
than affixes. This follows from the emergent unmarkedness ranking logic: given a

hierarchy Root-Faith >> M >> Affix-Faith, structures that are marked with respect to a
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phonological constraint M can surface in roots, by Root-Faith >> M, but M-violating
structures cannot surface in affixes, because M >> Affix-Faith. A draightforward
demonstration of the Root-Faith >> Affix-Faith ranking comes from Turkish, in which
fewer, less-marked vowels appear in affixes than are permitted to surface in roots. Beckman
(1997) analyzes similar cases.20

The Root-Faith/Affix-Faith distinction cross-cuts al types of correspondence
relations. Thus, |O-Faith constraints fall into two types, | Orgot-Faith and 1 Oaffix-Faith, and
BR-correspondence congraints are similarly divided. As set out in 82 bdow,
transderivational OO-correspondence constraints are also bifurcated into Root-Faith and

Affix-Faith congtraints.

133 Differentiating Faithfulness: Distinct Correspondences of the Same Type

Urbanczyk (1995, 1996) shows that a language may make use of more than one
correspondence relation of the same type. In her study of reduplication in the Salish
language L ushootseed, Urbanczyk argues that each of two reduplications invokes a distinct
BR-correspondence relation.

One of Urbanczyk's arguments involves reduplicant shape. Two Lushootseed
reduplications pattern differently: distributive reduplication copies the initidl CVC of the
base [bad-bada?] ‘children’, while diminutive reduplication is CV, without acoda [¢a-Calas]
little hand'. Because they show different surface patterns, the two reduplications must be
subject to different BR-correspondence congtraints. The BR-MAX constraint proper to
digtributive reduplication, BRp;sT-MAX, outranks NOCODA, dlowing digtributive

reduplicants to have coda consonants, while a distinct BR-MAX constraint on diminutive

20 For Beckman, the distinction between Root-Faith and Affix-Faith is a subcase of a broader
phenomenon of Positional Faithfulness. Prominent positions (roots, stressed syllables, initial syllables)
admit greater contrasts because special faithfulness constraints are keyed to prominent positions, and these
positional faithfulness constraints are higher-ranked than nonspecific faithfulness constraints.

-23-

reduplication, BRpjm-MAX, is lower-ranked, so that dominant NOCODA prevents more
extensive copying.

(20) Two Reduplicantsin Lushootseed (Urbanczyk, 1995)
a CVC Digtributive Reduplication BRp;sT-MAX >> NOCODA

/REDp;sr-bada?/ BRpsr-MAX NoCobA
a® bad-boda? *E *E
b. bo-bada? *rxl *

b. CV Diminutive Reduplication NOCODA >> BRpm-MAX

IREDpm-Calas/ NoCoDpA BRpim-MAX
a Zal-galos **l *x
b. & ta-Galos * o

On thistheory, there are no reduplicative templates (McCarthy & Prince, 1994b). Invariant
reduplicant shape derives from constraint interaction — specificaly, from the ranking of
faithfulness constraints on the relevant BR-correspondence relation with respect to the
markedness hierarchy. Because the two reduplicants in Lushootseed have different shapes,
they must be subject to distinct faithfulness requirements. Two BR-MAX congtraints, each
proper to a different reduplicative correspondence relation, coexist in the Lushootseed
grammar.21

Stated more generally, Urbanczyk's proposal is that morpheme-specific
phonological behavior is produced by morpheme-specific faithfulness relations. The
genera mechanism of faithfulness, correspondence, is available in universal grammar.
Lushootseed speakers see tha the two reduplicants conform to different phonological
patterns, and learn that each reduplicant is associated with a distinct BR-correspondence

relation.

21 Urbanczyk also demonstrates that BRpy-Identity and BRp,sr-Identity are part of the same Lushootseed
hierarchy by showing that the two reduplicants influence one another in double reduplications. The outer
reduplicant in a double reduplication both triggers misapplication in the inner reduplicant and copies it.
This pattern cannot be produced serially without excessive stipulation, and Urbanczyk argues that the two
reduplicants are generated in paralel and eval uated against the same constraint ranking.
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The idea that multiple correspondence relations of the same type can coexist in a
grammar plays a mgor role in the transderivationa theory developed here. Building on
Urbanczyk's results, | propose that different types of OO-correspondence relations are
keyed to different types of morphological derivation, producing morpheme-specific or
class-specific phonological behavior. English provides aparticularly clear example of class
behavior. Two sets of English affixes are associated with distinct surface patterns. Both
classes participate in transderivational identity effects, demonstrating that OO-
correspondence relations govern both class 1 and class 2 paradigms. But the identity
effects are different in each class — paradigms constructed by class 2 affixation show
misapplication of primary stress (6bvious  6bviousness) and segmental alternations like
cluster smplification (dam<n> dam<n>ing), while paradigms constructed by class 1
affixation show misapplication of nonprimary stress only (original  originélity, dam<n>

damnation). Thetwo classes of paradigms are governed by distinct sets of OO-Identity
constraints proper to distinct OO-correspondence relations (see 85).

Urbanczyk ultimately attributes the differences between diminutive and distributive
reduplication in Lushootseed to morphological types: distributive reduplicants are roots and
have canonical CVC root shape, while diminutive reduplicants are canonical CV affixes.
Given the Root-Faith >> Affix-Faith metaranking of Generalized Template Theory, it
follows that BRp,st-correspondence constraints rank higher in the grammar than the
BRpm-correspondence constraints on truly affixal reduplication.

No similar morphological connection can be made in paradigmatic cases. In the
English case, two distinct OO-correspondence relations are associated with two sets of
affixal morphemes, and moreover, these sets are arbitrarily defined — no etymological or
morphosyntactic properties correlate with English affix classhood. | conclude that it is
simply the selection of an OO-correspondence relation that distinguishes affix classes in
English, and that all correlates of affix classhood follow from the rank of two separate sets

of OO-ldentity congtraints.
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This proposal is easily extended to class-specific patterns in monomorphemic
words. For example, Fukazawa (1996) presents a correspondence-based analysis of
sublexiconsin Japanese, in which the different surface patterns observed in Yamato, Sino-
Japanese, Mimetic and Foreign vocabulary follow from the rank of constraints on four
distinct |O-correspondence relations (cf. 1t6 & Mester, 1995). Verhijde (in prep.) pursues a
similar analysis of non-derived environment blocking (NDEB) in Sanskrit and other
languages, and Burzio (1997ab) has independently suggested a similar analysis of NDEB
effectsin English.

Recognition of digtinct correspondence relations of the same type is a natura
extension of Correspondence Theory. The leading idea of Correspondence Theory is that
different types of faithfulness relations, holding between different types of stringwise pairs
(input-output, base-reduplicant, etc.), coexist in a grammar. Recognizing distinct relations
within one type is a logica next step. This proposa is developed in more detail in the
analyses of Tiberian Hebrew truncations (84) and English affixation (85).

134  Summary: Articulated Faithfulness Theory

Correspondence Theory is an articulated theory of faithfulness relations, in which
distinct types of faithfulness requirements compete with one another (and with markedness
congtraints) in the determination of well-formed output structures. Correspondence Theory
is readily extended to explain the phonology of words in paradigms. "Cyclicity"
phenomena are the visible evidence of a third basic type of correspondence relation: an
output-output or OO-correspondence relation between morphologically-related words. This

transderivational extension of Correspondence Theory is set out below.
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CHAPTER 2
TRANSDERIVATIONAL CORRESPONDENCE THEORY

2.1  Transderivationa Correspondence Theory (TCT)

In an early exposition of Correspondence Theory, McCarthy & Prince (1994b)
suggest that correspondence relations hold not only between input-output and base-
reduplicant pairs, but also between independent words. This dissertation develops that
suggestion into Transderivational Correspondence Theory (TCT). The core of the proposal
isthat wordsin a paradigm are required to be phonologically identical by constraints on an
identity relation between two surface words. This is a transderivational or output-output
(OO) correspondence relation, linking words across their individual input-output mappings.
Therelated words are evaluated smultaneoudly, in pardled, against the constraint hierarchy.
Through ranking, OO-correspondence constraints produce misapplication effects — or
"cyclic" effects—without a cyclic derivation.

Related words are required to be identical by OO-correspondence constraints, and
they are aso required, by constraints on an 10-correspondence relation, to be faithful to

their underlying forms. This complex of relationsis represented schematically in (11).

(11 Transderivational (Output-Output) Correspondence
OO-correspondence
[ rootj ] > [ root; + affix]
|O-correspondence P N 10-correspondence
/root / / root + affix /

Each output word is linked to an input by an 10-correspondence relation, and the two words
arerelated to each other by a transderivational OO-correspondence relation. Through these
relations each word is evaluated for faithfulness to its input by 10-Faith constraints (10-
MAX, 1O-DEP, IO-IDENT[F], etc.) and the two outputs are compared by OO-ldentity
congtraints (OO-MAX, OO-DEP, OO-IDENT[F], etc.). The two types of faithfulness

requirements are distinct and separately rankable. 10-Faith and OO-Identity constraints
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coexist in the hierarchy, and interact with one another and with a fixed ranking of
markedness constraints.

When a derived word and its base differ in some way relevant to a phonologica
process observed in the language, permuting the ranking of 10-Faith and OO-Identity with
respect to markedness constraints produces one of three patterns. overapplication, in which
the process applies where it is not phonologically conditioned; underapplication, in which
the process is conditioned but fails to apply; and normal application, in which the process
applies always and only where it is properly conditioned. In 8§24, each pattern is
introduced, together with the ranking that generates it. But first §2.2 explains how
correspondence-governed paradigms are defined, and §2.3 discusses how they are evauated

by constraints.

2.2 Phonologica Paradigms

Transderivational OO-correspondence relations are the phonological reflex of a
morphological relation between two words. All types of morphological derivation are
mirrored by atransderivational correspondence relation; affixation, truncation, reduplication,
ablaut, consonant mutation, mapping to atemplate, compounding, or any other type of word
formation reguires an OO-correspondence relation between the derived word and an output
base.22  Although | adopt an item-and-arrangement approach to word formation, my
proposals are aso consistent with an item-and-process view (see, eg., Hockett, 1954;
Anderson, 1992). It makes no difference whether affixes are objects or operations, as long
as morphological derivation is concomitant with a phonological identity relation.

The identity relation triggered by morphological derivation holds between the
derived word and an output base. The base is the independent word identified with the

string that undergoes morphological derivation; in affixation, the base is the word identified

22 1n compounding, the derived word has two output bases. Compounding is not analyzed in this thesis,
but see Allen (1975) on Welsh, Mohanan (1982, 1986) on Mayalam and Duanmu (1995) on Chinese for
examples of transderivational identity effectsin compounding.
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with the string adjacent to the affix. A precise definition is difficult to formulate, because
the relevant base can be identified only with respect to a specific derived word. For
example, the base can be morphologicaly smplex (asin sign  signer) or complex (as in
original originality). Often, the base is the word that is minimally less morphologically
complex than the derived word, so that the base consists of a subset of the derived word's
morphemes. But this kind of subset relation does not aways hold. An obligatorily-
inflected word can serve as the base of another inflected word, and the base's inflection is
neither morphologically nor phonologically present in the derived word.23 Given these
kinds of cases, there can be no forma requirement of a morphological subset relation
between the derived word and its base.

The base of an OO-correspondence relaion is a licit output word, which is both
morphologically and phonologically well-formed.  Morphological well-formedness
constraints are important. In inflectiona languages, morphology requires OO-
correspondence relations to hold between two fully-inflected words (and it also prevents the
base's inflection from appearing in the derived form). In derivationa systems, the fact that
the base must be morphologically well-formed entails that bound roots are not cyclic
domains. The minima domain of phonology is the word.24  The base of an OO-
correspondence relation is aso phonologicaly wel-formed, in that it conforms to the
language's canonical surface patterns. This is not a definitional characteristic of the base,
however, because maximal base harmony is entalled by the recursve evaduation of
paradigms performed by the grammar, as set out in §2.3 below.

Every affix or morphological operation requires a transderivationa relation to be
established between the derived output and an output base. To formalize this, | adopt the

23 Casesin which an obligatorily-inflected word functions as the base of an OO-correspondence relation
arediscussed in §4.2 and 86.3. The base's inflectional morphology is not present in the derived word (in
either its input string or its output form), but it can nevertheless affect the derived word's surface
ghonology by altering neighboring stem segmentsin the base.

4 Compare this result with the proposal in Kiparsky (1982a) that the minimal domain of rule application
is the lexeme, a category that includes both full words and a special subset of bound roots — those that can
be made into full words by obligatory inflection.
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familiar subcategorization frames of Lieber (1980). In addition to their segmental content
(if any), afixa morphemes are supplied with a subcategorization frame that specifies
idiosyncratic information about the affix, such asits selectional restrictions, and whether it is
aprefix or asuffix. | propose that the affix's subcategorization frame also specifies the
OO-correspondence relation that links the affixed output in a paradigmatic identity relation.
This provides a direct connection between morphological derivation and phonologica
identity relations, preventing identity relations between randomly-selected words. Because
of their link with morphological subcategorization frames, OO-correspondence relations
compare a morphologically-derived word and its base, and not other kinds of word pairs.
Subcategorization aso provides a ready explanation of phonologica class behavior:
individual affixes may be subcategorized by distinct OO-correspondence relations (see
§1.3.3 above and §84-5 below).

Each affix or morphological operation invokes an OO-correspondence relation.
Consequently, phonological paradigms are constructed as a linear aray, as in (12). In a
multiply-affixed word like origindlity, each affix triggers an OO-correspondence relation
between the affixed output and an output base. The resulting linear paradigm reflects the

increasing complexity of morphologica structure.

(12 Multiple Affixation
OO-I dentity OO-I dentity
origin > original > origindity
N N N
[origin/ [origin+a / [origin+a +ity/

With each affix triggering an OO-relation, wordsin an extended paradigm are related two &
atime, in SUBPARADIGMS, and paradigmatic identity is evaluated in a gtrictly local way.
The goodness of correspondence between origindlity and its base original is reckoned
separately from the goodness of correspondence between original and its base érigin. This
is a useful result, since paradigmatic identity is observed in only one of these pairs —

origindlity mimics the stress feet of its base original, but original is not faithful to the
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footing of 6rigin.  The linear phonologica paradigms built by subcategorization are locd,
in the sense that a derived word is linked to its base only.

With these linear and local paradigms, TCT predicts the phenomena attributed to
bracket erasure in cyclic theories (e.g., Chomsky & Halle, 1968; Pesetsky 1979; Kiparsky
19824). Bracket erasure is the mechanism that erases morphological brackets after each
cycle of phonologica rules, thereby preventing the derivation of a multiply-affixed word
from making crucid reference to the derived phonology of embedded congtituents. By the
time phonology applies on the outermost cycle of originality, bracket erasure has rendered
the initial cycle on érigin indistinguishable from the intermediate cycle on original. In
effect, multiply-affixed originélity cannot rely on information contained in érigin if that
information is not also present in original (for example, word-initia stress). TCT explains
bracket erasure effects differently. Originality isnot phonologically related to the unaffixed
word 6rigin, so origindlity cannot mimic the stress pattern in ¢rigin — it can only be
influenced by the stress of its base original. The derived phonology of embedded
congtituents is not available because OO-correspondence relations link only the most
morphologically-similar wordsin local subparadigms.25

Paradigms could be constructed in a different way, as non-linear arrays. The
paradigm in (12) could be conceived of as in (13) (see Burzio, 1994, 1996, 1997a;
Hooper/Bybee, 1976, 1988).

(13) Nonlinear Paradigmatic Relations (words with the same root)
origin
/\
origing ----------=------- originality
In this web of relations, al words that contain the same root are phonologically linked, so
any word can exert influence over any other word in the web. This model therefore does

not predict bracket erasure effects. In generd, a non-linear theory of paradigms is faced

25 Although the phonology of embedded constituents is not available to a multiply-affixed word, the
complete morphological structure is accessible from the input string. This makes it possible to violate
bracket erasure with respect to morphological information, as when an affix selects for a base that contains
another specific affix (see Williams, 1981; Fabb, 1988; Hammond, 1991; among others).
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with the task of sorting out how the relations in the web interact with one another, to
determine which words can exert influence over which other words.26

In anon-linear mode!, phonological relations can connect al words that contain the
sameroot, asin (13), or al words that contain the same affix, asin (14).

(29 Nonlinear Paradigmatic relations (words with the same &ffix)
sanity

Burzio (1994) proposes that al words that contain the same &ffix are related phonologically,
a least in their corresponding affixal portions (see aso Wilson, 1996), and Kenstowicz
(1996) makes a similar clam. If all instantiations of an affix are related in surface form,
then misapplication identity effects should occur in affixa material. One redization of an
affix should be able to violate canonica phonologica patterns in order to be more like
another realization of the affix in adifferent word.

The linear model of paradigms that | propose does not permit misapplication in
affixes. OO-correspondence relations are triggered by morphologica derivetion, and relate
the derived output with an output base, and not with other similarly derived words. Identity
relations holdsin paradigmslike sane sanity and obese obesity, but not between the two
derived words sanity and obesity. It follows that there can be no "cyclic effects’ in affixal
materid like -ity. Cases purported to show identity-driven misapplication in affixes are
given different analysesin 8§6.2.

Throughout thisthesis | use the the word "paradigm” to denote a linear construction
liketheonein (12). More specificaly, | refer to SUBPARADIGMS, the pairs of words linked
by an OO-correspondence relation, and EXTENDED PARADIGMS involving more than one

OO-correspondence relation. Thisis the notion of paradigm that is phonologically relevant.

26 |n Bybee'slexical networks, the relative strength of the relations in a web is determined by semantic
criteriaor by word frequency.
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Characterizations of a paradigm as"all words built from root X" or "all words that contain

affix Y" may be useful to morphology, but they have no formal status in phonology.

2.3 Evaluation of Paradigms
231 Recursive Evaluation

Words in a phonological paradigm are evauated in pardld against a recursive
congtraint hierarchy. The language-particular heirarchy is duplicated, and the recursions are
ranked with respect to one another. The optima form of each word in the paradigm is
determined by one of the recursions of the constraints, so that the base is evaluated against a
higher-ranked recursion, and the derived word is evaluated against a lower-ranked recursion
of the hierarchy. This recursive evaluation mechansim enforces the "bottom-up" character
of word formation by restricting misapplication identity effects to the derived word in
subparadigm.

To show how the recursive system works and why | proposeit, it is helpful to have a
real example a hand. Consider an identity effect involving morphological truncation in
English described by Kahn (1976).27 In paradigms like L[adrry  L[&dr, the truncated
diminutive satisfies an OO-Identity constraint by violating a phonotactic constraint against
tautosyllabic aa sequences. All other English words must have a back low vowe before a
tautosyllabic r (c[a]r, h[a]rd), and not a front one (*c[adr, *h[agrd). Neutralization of
the a/aecontrast before tautosyllabic r failsto apply, or underapplies, to preserve identity in
theL[adrry L[adr paradigm.

For present purposes, the phonotactic constraint that drives neutralization is caled
*&&] .28 This constraint must outrank input-output faithfulness: * ] >> 1O-IDENT[BK]
prevents any possible input from giving rise to an optima output with a tautosyllabic aar

sequence (c[a]r, *c[&dr). Truncated words violate *aa]q in order to respect identity with

27 According to Kahn, the misapplication effect described here occurs in English dialects that maintain a
Mary marry merry distinction.

28 This constraint is just a brute-force convenience. A more refined understanding of a/ze neutralization
would probably relate it to the dorsality of English bunched r.
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the base —the nicknameis L[&dr, not *L[a]r, because the base name L[adrry has a front
vowel. My proposal is that a dominant OO-Identity constraint forces violation of *aa]g,
blocking neutralization in the truncated word. Theranking is (15).

(15) OO-IDENT[BK] >> *&d]g >> |O-IDENT[BK]

Optimal paradigms are selected by recursions of this ranking. Evauation of candidates is
represented in complex tableaux like (16). Candidates are subparadigms, represented
discontinuously across the tableau. In paradigm (&), both words have a back vowel. In
candidates (b) and (c), the related words have different vowels. Candidate (d) is the optimal
paradigm with two front vowels. Because the OO-Identity constraint is at the top of the

hierarchy, it is more harmonic to achieve identity than to obey the phonotactic constraint.

(16) Recursive Evaluation
candidate (a) L[arry L[ar overapplication
candidate (b) L[arry L[adr "backwards" application
candidate (c) L[adrry L[alr normal application
& candidate (d) L[edrry L[adr underapplication
Ranking: OO-IDENT[BK] >> *ag]s >> |O-IDENT[BK]
Recursion (A) Recursion (B)
IE=] OO-ID [ *aa]g [ 10D | >> [/aat - OO-ID | *&]g [ 101D
TRUNC/
a lari *! a. lar *
b. lari *! b'. ler * *
(o leeri C. lar *1 &
d. & leeri d. &= log *

The truncatory diminutive morphology triggers an OO-correspondence relation and a
recursion of the constraint hierarchy, and each word in the subparadigm is evauated against
one of therecursions. The base is evauated by the dominant recursion, so paradigms with
non-canonica phonology in the base are eliminated. Paradigms (16a) and (16b) are ruled

out by the violation of 10-IDENT[BK] incurred by L[a]rry, the base common to them.29

29 The underlying form of the base Larry must have a front [a because backness is contrastive before
heterosyllabic r (cf. sorry). | assume that low vowels contrast in backness in the general case, which means
that IO-IDENT[BK] is dominated only by context-sensitive constraints like *aa]g. All other conflicting
markedness constraints, in particular context-free bans on each vowel or feature combination (*ee or *a),
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The choice between the remaining candidates falls to the lower-ranked recursion of the
constraints, where OO-Identity isdecisive. Paradigm (16c) is optimd in spite of its *ag]g
violation.

By taking into account where in a paradigm constraint violations are incurred — in
the base or in the derived word — recursive evaluation makes paradigmatic underapplication
possible. Without it, underapplication of phonology in the derived word would be ruled out
in favor of overapplicationinthebase. In (16a), overapplication of the [ad-to-[a] change30
in the base of the paradigm satisfies both OO-Identity and markedness, and violates only
10-Faithfulness. And since |0-Faith has to rank below *aa]s to drive the canonica
neutralization pattern, overapplication is expected to win. Recursive evauation ensures that
it doesnot. The |O-Faith violation incurred by the base in (16a) is more costly, becauseit is
higher-ranked, than the * a4 violation in the derived word in the optimal paradigm (16b).

Underapplication requires a low-ranking constraint to compel violaion of a
dominant one. Recursive evduation resolves this paradox by invoking a second order of
evauation of paradigms, differentiating (through ranking) the violations incurred by each
member. Thus, a lower-ranked constraint can compel violation of a higher-ranked one if
and only if the lower-ranked constraint is violated in a word with RANKING PRIORITY in a
subparadigm. Theideaisthat the baseis morphologicaly prior to or less-complex than the
derived word, so it is endowed with ranking priority, and subjected to a higher-ranked
recursion of the constraints. The base is therefore maximally harmonic, satisfying the
language-particular ranking as best it can by conforming to canonical surface patterns.3!

Since the base has to show canonical phonology, high-ranking OO-Identity can be only

rank lower than 10-Faith. Thus, it is IO-IDENT[BK] that requires a front vowel in Larry, as shown in

16).

0 " The procedural terminology over- and underapplication getsin theway here. | do not claim that there
is a productive [a]-to-[ad process in English. Rather, a contrast between [a] and [ag, observed in open
syllables, is neutralized in syllables that are closed by [r], as demanded by *ag]g. While it is accurate to
say that the *ag] g constraint underappliesin the diminutive L[agr, in that it has no effect in that word, it
is difficult to characterize the overapplication candidate other than by reference to an [ag-[a] aternation.

The base of an OO-correspondence relation can show non-canonical phonology if it is itself
morphologically-complex, and its deviant features increase identity with its output base.
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satisfied by misapplying phonology in the paradigm's derived word. Underapplication
L[adrry L[adr is optimd, even though it violates a dominant constraint, because
overgpplication *L[a]rry  L[a]r violates the PRIORITY OF THE BASE generdization
enforced by the recursive evaluation.

Another way to resolve the ranking paradox in underapplication is to re-rank
congtraints, so that some part of the English grammar forces low vowel neutralization by the
ranking *&a]s >> |O-IDENT[BK] (hence c[a]r, *c[adr), while another part of the grammar,
relevant to truncated words, has the opposite ranking and no neutralization (L[adr, *L[a]r).
Theideathat multiple grammars coexist in one language is familiar from cyclic and stratal
theories like Lexica Phonology (Pesetsky 1979; Kiparsky, 1982, 1985b; Mohanan 1982,
1986; Borowsky, 1986, 1993), as well as from OT subgrammar theories (McCarthy &
Prince, 1993a; Inkelas, 1994; Kenstowicz, 1995; 1t6 & Mester, 1995; Kiparsky, 1997). But
note that distinguishing between levels or subgrammars (by constraint re-ranking or
otherwise) is by itself insufficient to model the base-priority asymmetry in paradigms. The
levels or subgrammars also have to be chained together in seria order.

In are-ranking anaysis of misapplication, serialism has two functions. First, when
misapplication involves mimicry of a phonologically-predictable property, as in the English
stress case original  origindlity, the derived word has to be related to a form that has
dready undergone some phonologica derivation. This entails (at least) two derivationa
steps.  Serialism aso enforces the PRIORITY OF THE BASE generdization. The base is
derived first in a bottom-up construction of the complex word, and the base's derivation
cannot look ahead to anticipate later events. It follows that the less-complex base can never
copy the phonology of the derived word.

Recursive evauation supplants serialism's "no look-ahead" function (its other job,
relating outputs, is assigned to the OO-Identity constraints). Identity relations between
words are asymmetrical —the base can never copy the derived word — because each word is

evauated individualy, and violations in the base are more codtly than violations in the
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derived word. There is no need to invoke a serid derivation, so | propose that words are
evaluated in pardlel by OO-Identity (and other) congtraints. This has the added benefit of
obviating the other leg of the serial anadlysis: re-ranking. A parale theory is necessarily
monostratal, with fixed constraint ranking, so only a limited variety of patterns can be
produced in the same language. By dlowing constraints to re-rank, subgrammar theory
makes much broader typological predictions. These and other points of comparison
between TCT and serial theory are developed throughout this thesis.

Recursion of the constraint ranking is limited only by morphological complexity. In
multiple affixation, each affix triggers an OO-correspondence relation and arecursion of the
ranking. Tableau (17) shows evauaion of the extended paradigm origin  original
originality against constraints that govern stress placement in English (see 85.2). Affixation
of -al triggers one OO-correspondence relation and a recursion of the constraints, and
further affixation of -ity triggers another relation and another, lower-ranked recursion. Each
word in the extended paradigm is evduated against a recursion of the constraints. (Tableau

(17) appears as (156) in §5.2, and its content is explained there.)
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17 Multiple Affixation, Multiple Recursion

OO-I dentity OO-I dentity
origin > origina > originaity
N 0 ™
forigin/ [origin+al / [origin+al +ity/
Recursion (A)
forigin/ NONFINA | ALIGN- JOO-IDENT J ALIGN-L JIO-IDENT| 55
L R
a o (ri.gin) x| *
b. (6.ri) gin *
C. (6.ri) gin *
d. = (&.ri) gin *
Recursion (B)
>> | /origin+al/ NONFINA | ALIGN-R | OO-IDENT | ALIGN-L | IO-IDENT | -5
L
a. o(ri.gi) na * % *
b'. (6.ri) gi nd el
c. o(ri.gi) nd * * * *
d.= o(ri.g)nd * x & &
Recursion (C)
>> | lorigin+al+ity/ NONFINA [ALIGN-R JOO-IDENT [ ALIGN-L [IO-IDENT
L
a'.  o(ri.g) (nali) ty I &
b". (o) gi (nali) ty eI
c'. (ori)gi(nali)ty * * **
d'. = o(rig) (ndli) ty * * * *

Each output is evaluated individualy againgt the constraint hierarchy, so that in (17) ALIGN
violationsin origindlity are assessed separately from ALIGN violationsin original or origin.
Recursion alows asimilarly local assessment of candidates by faithfulness. Each token of
the 1O-Faith constraint in (17) evaluates the word in its recursion, and each token of the
OO-Identity constraint compares just two words: the derived word in its recursion and its
output base. In an extended paradigm like (17), two subparadigms (érigin  original and
original  origindlity) are assessed independently by the OO-Identity constraint (here a
constraint demanding faithfulness to prosodic organization, ANCHOR-FT). Thus, recursion
functions as a bookkeeping device, keeping track of which words in which paradigms
violate which constraints. It also models strict locality in paradigms, fecilitating separate

evaluation of each minimally-distinct pair of words.
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Note briefly that OO-Identity constraints are vacuoudy satisfied by simplex words.
This follows from the hypothesis that identity relations are established by morphological
derivation. A simplex word like origin contains no affix, so no OO-correspondence relation
istriggered between origin and any output base. In effect, an OO-Identity constraint cannot
be violated in the topmost recursion of a paradigmatic tableau. This technical point is not
relevant in the cases introduced so far (where OO-Identity is optimally satisfied), but it is
important in certain cases in which non-identical paradigms are optima (see, eg., 8§83.4
below).

Recursive evaduation of paradigms is one way to enforce the asymmetrical and
strictly local character of word formation without recourse to "no look-ahead" serid
derivations. With recursion built into the grammar's eval uation mechanism, | predict that the
priority of the base generdization holds universdly (the few cases purported to show
identity-driven noncanonical phonology in the base of an OO-correspondence relation are
examinedin 86.4). The grammar enforces the asymmetrical, bottom-up character of word
formation by subjecting the base to a dominant recursion of constraints. As discussed,
recursion is essential in underapplication, where it rules out the overapplication dternative.
Therefore further discussion of the recursive system, and the beginnings of a comparison

with the serial dternative, appear in the introduction to underapplication in §2.4.

232 The Phonology of Affixes

Sofar | have ignored the fact that words in a paradigm are not completely identical.
Obvioudy, morphological derivation makes corresponding words different. In affixation,
related words are not identical because the affix’'s segments have no correspondents in the

base.
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(18) OO-I dentity

[obvious] > [obviousness]
|O-Faith N N |0-Faith
/ obvious/ / obvious + ness/

The suffix -ness is pronounced, and not pronounced as ba, because the affixed word
obviousnessis related by |O-correspondence to the input /obvious + ness/, which contains
thelexical form of the affix. The affix is required to be faithfully realized in the output by
10-Faith constraints, as set out below.

Because affixal segments in a derived word have no correspondents in the base,
affixation violates OO-DEP. This OO-DEP constraint clearly has to be low-ranking in the
general case, since affixation is common. McCarthy & Prince's (1994b) proposal that
faithfulness to affix materiad is regulated separately from faithfulness to roots, and that
Root-Faith >> Affix-Faith, isrelevant here. It isan OOagfix-DEP constraint that is crucialy
dominated in affixation paradigms. In tableau (19), 10affix-MAX dominates and forces

violation of OOAaffix-DEP.

(29) Affixation Violates OOppx-DEP
Congtraints:
10affix-MAX “Every affixa segment intheinput has
an output correspondent.”
OO affix-DEP “Every affixal segment in the derived word
has a base correspondent.”
Candidates:

candidate (8)  obvious obvious
@ candidate(b)  obvious obviousness
Recursion (A)
/obvious/ 10aFx-MAX OOarx-DEP >>

a obvious
b. &= obvious

Recursion (B)

/obvious + ness/ 10aFx-MAX OOarx-DEP
>>

a. obvious *okok|

b'.®  obviousness *okx
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The only difference between the candidates in (19) is in whether or not the affix gets
pronounced. In paradigm (a), the input affix is not supplied with output correspondents,
and 10arx-MAX isfataly violated. The optimal candidate (b) satisfies 10arx-MAX at the
expense of the lower-ranked OO-Identity constraint. Reversing the ranking in (19) would
prevent the affix from surfacing, so it is possible that an OOapx-DEP >> 10arx-MAX
ranking is responsible for zero morphology, or nonaffixation in morphologically-complex
words.

There is another way that affixation can be forced to violate paradigmatic identity
congtraints. Samek-Lodovici (1993), McCarthy & Prince (1995), Gnandesikan (1997) and
Benua (1997a), among others, employ a MORPHDIS congtraint, which requires strings with
distinct morphological content to be distinct phonologicaly. MORPHDIS plays a role when
morphologica derivation, such as a floating feature morpheme, produces a highly-marked
output (see Benua (1997a) on ablaut in Javanese, and Gnandesikan (1997) on Cdltic
consonant mutations, see also Zoll (1996) for a different theory of floating features).
Failure to redize the affix (19a) is a MORPHDIS violaion, since non-redization of -ness
makes the adjective and the derived noun phonologically indistinguishable. It is possible,
then, that the ranking MORPHDIS >> OO fix-DEP forces affixes to surface.

Whether affixes are forced to appear by 10atfix-MAX or MORPHDIS, they typicaly
do surface, and segments in an affixed word have no base correspondents. Affixation is
made possible by the constraint ranking, by crucial domination of OOafix-DEP.

As mentioned earlier, one of the entailments of TCT is that misapplication or
"cyclic" effects do not occur in affixal materia. Misgpplication is forced by OO-ldentity
congtraints, and affixes are typically not in an OO-correspondence relation, so
misapplication in affixes is impossible. Traditional seria analyses of word-formation

makes the same prediction in a different way, by assuming that phonological rules do not
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cycle on affixes by themselves; cycles affect roots or root-affix combinations only.32
Cases dleged to show identity-driven misapplication of phonology in affixes are discussed
in 86.2, where | argue that they cannot be produced by OO-Identity requirements in TCT

but fall to other kinds of analyses.

2.4 Misapplication and Other Surface Patterns

When paradigmatically-related words differ in structure, such that a phonologica
process is conditioned in one word but not in the other, interactions of OO-ldentity, 10-
Faith and markedness constraints can produce three different patterns. Two of these
preserve identity: OVERAPPLICATION (gpplication of the process whereit is not conditioned)
and UNDERAPPLICATION (failure of the process where it is conditioned). A third disrupts
identity of related words. in NORMAL APPLICATION, the process applies just where it is
conditioned, affecting one word in the subparadigm but not the other, and paradigmatic
identity is not achieved.

The over- and underapplication terminology comes from Wilbur's (1973) analysis
reduplicative misapplication patterns (see also Aronoff, 1976; Shaw, 1976; Carrier, 1979;
Marantz, 1982; Odden & Odden, 1985; Kiparsky, 1986; Mester, 1986; Steriade, 1988g;
Schlindwein, 1991; and especialy McCarthy & Prince (1995), who coin "normal
application"). Wilbur's terms are somewhat unfortunate in the context of a nonprocedural
theory like OT, but they are well-known from the reduplication literature, so | use them here
as descriptive terms.

Over- and underapplication patterns within a reduplicated word are similar to the
"cyclic effects' in paradigms — both involve disobedience to canonical patterns in a specia
morphological domain. Both are traditionally assumed to follow from rule-ordering:

phonology takes place before, or fails to take place after, a morphological operation like

32 Like certain roots and stems, affixes are morphologically bound, and therefore are not legitimate
domains of phonological rule application. But see Borowsky (1986), who proposes that English -ing goes
through level 1 rulesto derive its velar nasal.
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reduplicative copying or affixation. Building on McCarthy & Prince's work, | show in this
section that reduplicative and paradigmatic misapplication identity effects are similar but not
identical phenomena, and that neither is the product of derivational ordering. Misapplication

identity effects are produced in paralel by constraint interaction.

241 Overgpplication

In overapplication, a phonologica process applies where it is not conditioned to
preserve identity of related strings. The Austronesian language Sundanese provides a
simple case of overapplication in a paradigm (see 83). Sundanese has progressive nasal
harmony. Vowelsand vowe sequences that follow nasa consonants are nasdized, and dl
other vowels are ora. Supralaryngeal oral consonants block nasal harmony [patur]
‘arrange, [piiliat] 'stretch’, except in one circumstance. When the plural morpheme
(realized as[-ar-] or [-al-]) isinfixed after aroot-initial nasal, it fails to block nasal spread.
Nasalization overappliesin [n-al-iar] 'seek (pl)', nasalizing vowelsin anon-nasal context.

(20) Sundanese Paradigmatic Overapplication
OO-I dentity
[niar] > [n-al-iar]
0 N
[niar/ [ar + piar/

Nasal harmony applies in the infixed word, where it is not conditioned, because nasal
harmony is properly conditioned in the base. Corresponding vowelsin the two wordsarein
different environments and are expected to differ in nasdity, but do not, because
paradigmatic identity takes precedence over the nasal spread constraints.

Overagpplication is produced by the constraint ranking in (21). A phonological
process occurs generally in the language because a markedness (M) constraint outranks 10-
Faith constraints. The process overappliesin paradigms because an OO-Identity constraint
is highly-ranked in the grammar, as high as the aternation-inducing M constraint.

(22) Overgpplication  OO-Identity, M >> 10-Faith
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To seethisranking in action, consider an overapplication pattern in reduplicated words.

Reduplicative overapplication isformally parallel to overapplication in paradigms; it
is produced by the same congraint interaction (with BR-lIdentity high-ranked, instead of
OO-Identity). McCarthy & Prince (1995) analyze overapplication of progressive nasd
harmony in Madurese. Madurese has the same complementary distribution of ora and
nasal segments as Sundanese — nasdlity spreads from primary nasal consonants onto
following vocoids. In reduplicated words like [yat-n€¥at] ‘intentions, nasal assimilation
overgpplies, and the prefixed reduplicant is nasdlized even though it is not post-nasal.
McCarthy & Prince's Madurese analysisis sketched briefly here, and laid out in more detail
in 83, whereit is applied to the nearly identical Sundanese pattern.33

Allophonic aternations are produced by the interaction of two markedness
congtraints: one demands the more-marked allophone in a specific context, and the other
demands the lesss-marked allophone in the general case. In Madurese, a context-sensitive
markedness constraint *NVORAL ("no ora vocoids after nasa segments') forces nasa
vocoids by banning lesssmarked oral ones from a specific environment. Ranked above a
context-free markedness constraint against nasal vocoids, *VNAS, the *NVORAL constraint
demands nasality. Nasa vocoids surface only in post-nasal context, which means that
*VNAS dominates the 10-Faith constraint |O-IDENT[NAS].34 The hierarchy that produces
the canonical complementary distribution of oral and nasal vocoids in Madurese (and
Sundanese) is*NVORAL >> *VNAS >> | O-IDENT[NAS].

In overapplication, preserving identity of reduplicant and base forces nasal vocoids

to appear in anon-nasal context. BR-ldentity forces*VNAS violation, asin (22).

33 The differences are (i) Madurese tolerates nasalized glides and not Sundanese does not, and (ii)
overapplication of nasalization occurs within a reduplicated Madurese word (by high-ranking BR-Identity),
and between two separate Sundanese words (by high-ranking OO-Identity).

34" This Markedness >> |O-Faithfulness ranking must hold, because allophonic nasality cannot be fixed in
input forms (see Prince & Smolensky, 1993:191ff. and §1.2.2 above on the Richness of the Input). Rich
inputs may present either allophone without regard to context, and 10-Faith is low-ranking.
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(22) Madurese Reduplicative Overapplication BR-ldentity, M >> |0-Faith

/RED - neyat/ BR-IDENT[NAS] | *NVoRraL | *Vnas | IO-IDENT[NAS]
a yat-n€yat *!
b,? yat-néyat * k k k% * kk k%

> ** x * % %

C. yat-néyat

The optimal candidate (22b) satisfies both BR-Identity and the top-ranked markedness
constraint by overapplying nasal spread. The underapplication candidate (224) also satisfies
BR-Identity, but it fatally violates high-ranking *NVORAL. Candidate (22c) is the normal
gpplication candidate, where nasalization affects dl and only post-nasal vocoids. Normal
application fares better on *VNAS than optimal (22b) does, but it fataly violates dominant
BR-IDENT[NAS].

When BR-Identity is high-ranking in agrammar, as high as an aternation-inducing
markedness congraint, overapplication of phonology in reduplicated words is optimal.
Overapplication in paradigmsis formally similar: an OO-Identity constraint, ranked as high
as the phonol ogy-inducing markedness constraint, produces overapplication of nasdization
in Sundanese paradigms like the onein (20), [jiiar palidr]. Paradigmatic overapplication

isdemonstrated in detail in 83.

(23) Overgpplication
in reduplication BR-ldentity, M >> |O-Faith
in paradigms OO-Identity, M >> |O-Faith

242 Normd Application
Identity of related strings is not aways achieved. Normal application of the

phonology can disrupt identity in both reduplicated words and in paradigms. McCarthy &
Prince (1995) provide actua examples of identity-disrupting norma application in
reduplication, but to simplify this discussion (24) shows a hypothetical language Madurese'
in which reduplicative identity is sacrificed to the canonical nasal harmony pattern. As in

real Madurese, the base's vocoids are post-nasal and their correspondents in the reduplicant
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are not, but here nasdization applies normaly, aways and only where it is properly
conditioned, and the optimal base-reduplicant pair is not identical.

(29) Madurese' Normal Application M >> BR-Identity, |O-Faith
/RED - neyat/ *NVoRrAL | *Vnas | BR-IDENT[NAS] | IO-IDENT[NAS]
a yat-ngyat *1
b. yﬁt‘néyét ***!** * kk kk
C. T  yat-n&yit i * e

Normal application results when faithfulness ranks below the phonology-inducing
markedness constraints. In (24), both 10-IDENT[NAS] and BR-IDENT[NAS] are dominated
by the markedness constraint against nasal vocoids. Therefore, nasal vocoids appear only
when forced by *NVORAL — that is, nasal vocoids appear in post-nasal context, and
nowhere else.

Normal application in paradigms works the same way. OO-ldentity is dominated
by markedness, and paradigmatic identity is not achieved. In Sundanese, for example,
identity-disrupting normal application occurs when an affix introduces a nasal segment:
corresponding vowes in the paradigm [dyhys  d-um-¥h¥s] 'approach (a superior)' are
not identical, because nasal spread is more important.  OO-IDENT[NAS] is violated under
domination by the top-ranked markedness constraint *NVORAL, and paradigmatic identity
is sacrificed (see §3.4).

(25) Normal Application
in reduplication M >> BR-Identity, |O-Faith
in paradigms M >> OO-Identity, 10-Faith

Summing up, reduplicative and paradigmatic identity relations produce the
overapplication and normal application patterns in the same weay, through the same
constraint interactions. The only difference is in which type of faithfulness constraints are

relevant.
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243  Underapplication and Back-Copying

Like overapplication, underapplication of aphonological process leads to identity in
reduplicated words and in paradigms. In underapplication, an aternation fails to apply
whereit is properly conditioned. In the underapplication candidate (24a), nasalization fails
to occur in the find syllable of the base, even though it is in post-nasal context, because
nasalization is not conditioned in the corresponding reduplicant. Underapplication is the
most complicated and most interesting of the patterns, in part because it shows a difference
between reduplicative and paradigmatic identity relations.

Underapplication of a process entails violaion of the markedness constraint that
drives the process — in (24d), underapplication violates high-ranking *NVORAL.
Overapplication better satisfies the constraints: (24b) satisfies both BR-Identity and the top-
ranked M constraint.  Logicaly, then, overapplication is more harmonic than
underapplication, and should always be preferred. For undergpplication to win, something
has to rule out the overapplication option.

In reduplication, underapplication occurs relatively infrequently because it requires a
specia configuration of constraints (see McCarthy & Prince, 1995:85). BR-Identity has to
be joined a the top of the hierarchy by a markedness constraint C, which prohibits
(over)application of the processin the reduplicated word. This C cannot block the process
inthe generd case; it has to become relevant, and force M-violation, only in reduplication.
McCarthy & Prince point to constraints like the OCP and template-like constraints on
reduplicative morphology to rule out overapplication. In Akan, for example, a palatalization
process (k --> t¢ /__1) underappliesin reduplicated words like [ki-ka?] 'bite’ because BR-
Identity must be sdtisfied (*tei-ka?) and overapplication is prohibited by an OCP
constraint on palatal features (*tei-tga?). Thus, underapplication is not smply a response
to a high-ranking BR-Identity constraint. It requires the combined effort of BR-Identity
and a particular type of markedness congtraint, which blocks phonology in reduplicated

environments only. The reduplicative underapplication ranking is (26).
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(26) Reduplicative Underapplication  C, BR-ldentity >> M >> |0-Faith

Underapplication in paradigmsis formally different. Paradigmatic underapplication
does not require any special circumstances; it is a straightforward response to high-ranking
OO-Identity constraints. The English truncation case shows underapplication: the expected
backing of alow vowel before atautosyllabic r fails to apply in the diminutive form L[agr
because low-vowel backing is not properly conditioned by the base L[ &g rry.35

27) Underapplication

OO-| dentity
L[edrry > L[agr
) N

/L[edrry / / L[&drry + TRUNCpm /

The constraint againgt tautosyllabic [aa] sequencesis violated by the truncated word in (27).
The markedness constraint has no effect — it underapplies — because an OO-Identity
constraint is dominant (see tableau (16)). In paradigmatic underapplication, OO-ldentity
conflicts with and forces violation of an aternation-inducing M constraint.
(28) Paradigmatic Underapplication OO-Identity >> M >> |O-Faith
The English underapplication ranking blocks neutralization: L[adrry L[adr satisfies OO-
IDENT[BK] at the cost of a *aa]q violaion. The question is what rules out the competing
paradigm L[a]rry  L[a]r, which manages to satisfy both OO-Identity and *aa]s by
overapplying phonology in the base.

McCarthy & Prince's theory of reduplicative underapplication does not trandate to
the paradigmatic cases, because no markedness constraint can block application of a
phonologica process in one of the the members of a paradigm without blocking it in dl
words. Markedness constraints govern individual words. Co-membership in a paradigm
does not violate markedness; for example, the OCP is not violated if two separate words
contain the same feature. Elements in separate words can interact only if those words
coexist in a phonological phrase, not if they coexist in a phonological paradigm. Thus,

insofar as there are no paradigm-specific markedness constraints, anything that blocks

35 Recall the disclaimersin fn. 30 about the use of procedural terminology in this description.
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(over)application of a process in a paradigm will block its application across the whole
language.

| propose that overapplication in the paradigm's base is ruled out, and
undergpplication in the derived word is ruled in, by recursive evauaion of paradigms.
Consider again the two candidates from tableau (16) that satisfy OO-Identity.
Overgpplication in L[a]rry  L[a]r violates only low-ranking |O-Faith, while the optimal
underapplication paradigm L[agdrry L[adr violates dominant *aa]s. Overgpplication
fails because it incurs afatal violation in the dominant recursion of constraints.

(29) The Recursive Hierarchy

overgpplication  (a) L[alrry L[alr
& underapplication (b) L[egrry L[agr

Ranking: OO-IDENT[BK] >> *aa]g >> |O-I DENT[BK]

Recursion (A) Recursion (B)

Neil 00D [*a]g [ 10D | >> [/laai - 0O0-ID [ *aa]g | 10-ID
TRUNC/

a lari *! a. lar *

b. = laeri b. = laa *

Thekey isthe locus of the misapplication effect. Phonology misapplies in the base in the
failed paradigm, while misapplication occurs in the derived word in the optima one.
Underapplication wins because overgpplication in the base is impossible.  The base must
show maximally-harmonic ("canonica") phonology, because it is evduated by a dominant
recursion of the constraints. Recursion makes underapplication possible without
contravening the *&a]g >> |O-IDENT[BK] ranking. The lower-ranked constraint compels
violaion of the higher-ranked one only because 10-IDENT[BK] is violaed in a dominant
recursion of constraints.  As mentioned earlier, | take the PRIORITY OF THE BASE
generalization to beinviolable in paradigms, and build it into the architecture of the grammar
by way of recursive evauation.

Reduplicated words, unlike paradigms, can violate base priority, and the base of
reduplication can copy phonology that is properly conditioned only in the reduplicant.
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McCarthy & Prince refer to this as BACK-COPYING and analyze severd examples. These
include the well-known Tagal og case in which the prefix /par/ triggers nasal substitution in
both the reduplicant and the base: [pa-mu-mutul] < /pan + RED + putul/. Nasal substitution
is properly conditioned only between the prefix and the adjacent reduplicant. The process
applies in the base simply to preserve BR-Identity. For expository purposes, | abbreviate
the congtraints that produce nasal substitution adjacent to prefixes like /pan/ as NAS-SUB.
This congtraint has dominate 10-IDENT[NAS] to force the canonical substitution pattern.
BR-IDENT[NAS] also dominates 10-Faith, producing overapplication in (30b).36

(30) Tagalog back-copying overapplication  BR-Identity, M >> |O-Faith

/pay + RED + putul/ || BR-IDENT[NAS] [ NAS-SUB | IO-IDENT[NAS]

*|

a pa pu putul
b. = pa mu mutul

* %

C. pa mu putul 1 *

Comparing this tableau with the Madurese case in (22) shows that the grammar is
indifferent to where in the reduplicated word the misapplication occurs. In Tagalog
unexpected phonology appears in the base, while a formaly similar ranking makes the
reduplicant misbehave in Madurese. BR-ldentity constraints can induce noncanonical
phonology in either string, whichever better satisfies the constraints. In Tagalog and
Madurese, the winner is more harmonic (markedness-satisfying) overapplication. Thus,
reduplicative identity is a two-way street, and either string in a BR-ldentity relation can
influence the other. Thisfits with the null hypothesis about an identity relation: it should be
symmetrical. Faithfulness constraints in Correspondence Theory reflect the expectation of
symmetry in the correspondence relation: they demand that two related elements are dike,

and not that one element defersto the other.

36 |n assessing |O-Faith violationsin (30) | assume that both the base-initial and the reduplicant-initial
consonant correspond to the underlying root's oral /p/ (as well as to the underlying prefix's final nasa; i.e,
thisis coalescence). Alternatively, the reduplicant's segments could correspond to base materia only (and
not to the input). This would change the O-Faith violations in (30) but not the overapplication result.
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The symmetry demonstrated by back-copying confirms that reduplicated words are
derivedinparale. In aparalle theory it is natural that the base can determine features of
the reduplicant and the reduplicant can determine features of the base, because the two
strings are generated and evaluated simultaneously. Serial-derivational theories, in contrast,
do not predict back-copying: a reduplicant is assigned its segmentism by its base, so the
base must be generated first. Patterns in which the base's phonology is influenced by the
reduplicant require some additional explanation.37

In further support of paraldism, McCarthy & Prince discuss cases like Mday,
where the reduplicant both triggers and copies an aternation in the base (1995:83.6). Like
the Austronesian languages mentioned earlier, Maay has progressive nasa harmony. In
(31), prefixing a reduplicant triggers nasdization on the base-initia syllable, and the

reduplicant copies this nasalization in an overapplication identity effect.38

(31) Malay /RED - wapi/ wapgi-wagi 'very fragrant’
/RED - hamo/ ham3-ham3 ‘germs
/RED - anan/ dnan-apan ‘ambition’

This patternis difficult to model with serid derivation. Any ordering of nasal spread with
reduplicative copying produces incorrect results. In (32a) copying precedes nasalization,
and the nasal spread rule fails to affect the reduplicant's first syllable. In (32b) copying
follows nasdlization, and nasalization applies twice in a cyclic derivation, but again the
wrong form is produced. Both of the simple seria hypotheses (“copy first" or "copy

second") incorrectly generate normal application of nasal spread.

37 For example, the Tagalog reduplicant could be infixed in acyclic derivation. Nasal substitution would
apply first to the prefix-base combination, and apply again on a later cycle after the reduplicant is infixed.
Note, however, that there is no apparent reason why the reduplicant would infix in this case, since
infixation of a CV reduplicant in a consonant-initial stem like [pamutul] does not improve its harmony (see
McCarthy & Prince, 1993a on prosodically-driven reduplicative infixation).

38 If the reduplicant is suffixal, then Malay is a case of back-copying overapplication, similar to Tagalog.
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(32 The Failure of Serialismin Malay Reduplication

a Copy first b. Copy second c. Copy twice?
UR /RED - wani/ UR /RED - wani/ UR /RED - wani/
copy wapi-wani nasdize wani copy wani-wani
nesdize  warji-warni copy  wari-war nesdize . wani-wai
nesdize  warnl-warni copy?  wapi-wani
SR *wari-warni SR *wani-wani SR Wani-wani

To get overgpplication the derivation in (32¢) is required: first reduplicative copying, then
nasal spread, and then another copying-like operation, which nasalizes the reduplicant's first
syllable. This second copying procedure is remarkably different from the first one
however, in that no segments are actually copied; only nasalization is transferred.

The difficulty for the serial analysis of Malay is that two different features of the
reduplicant are called on at different stages of the derivation. To put it informally, the nasal
/...yi/ half of the reduplicant has to trigger nasdization in the base before the ora /wa.../
half of the reduplicant copiesit. The serial analysis of this patternis clumsy at best, but in a
pardlel analysis the problems fal avay: Maay shows a smple overapplication identity
effect, produced by the same ranking that generates overapplication of nasa spread in
Madurese. With BR-Identity at the top of the ranking, the overapplication candidate (33b)

isoptimal.
(33) Malay overapplication BR-Identity, M >> 10-Faith
/RED - wanji/ BR-IDENT[NAS] | *NVoRraL | *Vnas | IO-IDENT[NAS]
= ~ * % | * % * %
a wari-wani :
b & \i/ﬁ]ﬁ-\f]ﬁlf * Kk kk k% * k Kk k k%
I Wal’_]‘i'\f]ﬁlj‘ 'k! * k kK * k k%

Back-copying in Tagalog and Malay (and other languages) is strong support for the
hypothesis that reduplication is paralel, without intermediate stages. Any case in which the
reduplicant dictates some property of its base is evidence that the strings are symmetrically

related. In part thisfollows from the nature of reduplication, because a the same time that
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the reduplicant influences the base, the base has to dictate properties of the reduplicant
(otherwise the pattern would not be reduplicative copying).

However, the argument that "symmetry demonstrates parallelism” actually has two
subparts. First, a reduplicant and its base are available smultaneously because they are
treated as a unit by the grammar. They comprise aword. Second, the strings are available
at the same time because the grammar makes no distinction between violations incurred by
the base and violations incurred by the reduplicant. All violations are talied equivaently,
and misapplication can occur in either of the related strings.

Wordsin paradigms behave differently. Paradigmatic relations are asymmetricd, in
that the base can influence the derived word, but the derived word never influences the base.
Recursive eva uation enforces the base's priority by distinguishing violations incurred in the
base from those incurred in the derived word, and assigning greater cost to the base's
violations. Thusone of the arguments supporting parallelism in reduplication does not go
through in paradigms: the grammar does distinguish the locus of constraint violation in
paradigms, and there is no two-way street in misapplication effects. But the other argument
for parallelisn holds: paradigms are treated as units by the grammar. The paradigm's
members are separate words, but there are primitive elements of grammar that make
reference to subparadigm units: the OO-Identity constraints. Logicdly, both members of
the subparadigm must be available for evauation at the same time, in the same way that
inputs and outputs are simultaneoudy available for evduaion by 10-Faith constraints.
Paradigms are generated and evaluated as units, and the priority of the base over the derived
word isranking priority in aparalel derivation.

In short, underapplication in paradigms is possible because back-copying is not.
Recursive eva uation ensures that when presented with a choice between underapplication in
the derived word and overapplication in the base, the grammar chooses underapplication,

even though it violates a higher-ranked markedness constraint. With the priority of the base
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enforced as ranking priority, underapplication is produced by a simple hierarchy of OO-
Identity >> M >> |O-Faith.

Of course, another way to rule out back-copying in paradigms is serial derivation:
the baseis produced first, and input to alater stage of derivation, where morphology creates
the derived word. Some of the details of thiskind of analysis have aready been mentioned.
The early stage of derivation has to be governed by a "no look-ahead" principle, keeping
early stages blind to later ones, since without this restriction back-copying in paradigms
could be incorrectly generated. Also, the serid mode has to dlow stages of derivation to
differ in content, so that early rule application is not undone by later derivation. Rules are
turned off, or faithfulness constraints are promoted, to generate a misapplication identity
effect. And because it entails variation among the stages of derivation, serial theory has to
explain why the stages of derivation in a language resemble each other as much as they
do.39

| argue throughout this thesis that the recursive proposal improves on theories that
enforce base priority with a seria stepwise derivation. As noted, enforcing base-priority
with serialism comes at the cost of positing distinct stages of derivation and suffering the
resultant increase in the typological predictions of the theory. The transderivational analysis
obviates re-ranking and limits typology appropriately. Also, unlike serid theories, TCT
provides adirect link between amorphologically-complex word and its underlying or input
form. Thislink iscrucial, because a complex word may be more faithful to the underlying
form than its base is; for example, in English condém<n>  condémnétion, the root-final
segment surfaces in the derived word only. Explaining how complex words are sometimes
faithful to their bases and sometimes faithful to their underlying forms requires some extra

development of the basic serial proposal.4% Some possible elaborations of seria theory are

39 1t5 & Mester (1995) propose that subgrammars are restricted in that they can differ only in the rank of
faithfulness constraints, but it is unclear why this should be so (see §3.5).

0 Incondém<n> condémnéation, the derived word is faithful to the base's stress (Chomsky & Halle,
1968) but faithful to the UR of the root in segmentism. If the base is derived at level 1 to fix peninitial
stress, it is unclear why cluster simplification does not also apply (see 85.7). The absence of a direct link
between a complex word and the underlying form is also problematic with respect to affixal materiad which
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considered, and arguments in support of the parald recursion story are developed, in

following chapters.

244  Emergent (Un)markedness

A fourth pattern generated by a ranking of BR-Identity, 10-Faith and markedness
congtraints is dubbed by McCarthy & Prince (1994a, 1995) The Emergence of the
Unmarked (TETU). In TETU, amarkedness constraint M that is generdly invisble in the
language emerges in a specid morphological domain. The M congtraint has no genera
effect in the language because it is dominated by 10-Faith, but M emerges in reduplicated
words because it outranks BR-1dentity.

(34 The Emergence of the Unmarked (TETU)

|O-Faith >> M >> BR-ldentity
The Baangao case described in §1.3.1 demonstrates TETU. NOCODA is generdly
ineffective in Balangao because |O-MAX >> NOCODA. But the coda constraint forces less-
than-total copying in optimal reduplicated words because NOCODA >> BR-MAX ([tagta-
tagtag), * [tagteg-tagtag]). A markedness constraint emerges, and reduplicated words have
less-marked structure than non-reduplicated words.

TETU cannot occur in paradigms because both members of the paradigm are related
to an input by an 1O-correspondence relation. Given a TETU ranking like (34), both words
in the paradigm will obey top-ranked 10-Faith, and M does not emerge (cf. Benua, 1995;
Burzio, 1997ab). The only way to produce TETU in paradigms would be to distinguish
between two different |O-Faith relations in the paradigm, one proper to each word. It is not
clear what could motivate such a distinction. McCarthy & Prince (1995) discuss a sSimilar
issuein reduplication, and appea to morphology for a solution. Suppose that reduplicants
are, like their bases, related to underlying segments by 10-correspondence (as in McCarthy

is not present in the base. If the affix has phonologically predictable features, correctly generating an affix
in anon-initial cycle with high-ranking faithfulnessis complicated (see §3.5).
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& Prince's "full model" of reduplication). To get unmarked structure to emerge in
reduplicants, the |O-relation on the reduplicant hasto be distinguished from the 10-relation
on the base. Since reduplicants are affixes, the input-base (IB) faithfulness >> M >> input-
reduplicant (IR) faithfulness TETU ranking is consistent with the universal Root-Faith >>
Affix-Faith metarranking.#l  No comparable story makes TETU possible in paradigms.
Paradigmatically-related forms are both words containing roots, and they should both
respond to high-ranking Root-Faith constraints. Without a way to distinguish between the
two |O-Faith relationsin a paradigm, TETU cannot be produced.

Although TETU is impossible, a similar pattern occurs in paradigms, which | cdl
The Emergence of the Relatively Unmarked (TETRU). In TETRU, a markedness relation
emerges in a specia domain. Like TETU, TETRU is produced when two types of
faithfulness constraints have different rank in the grammar; specificaly, when OO-Identity
ranks between two markedness constraints, and 10-Faith ranks below both. TETRU
requires a particular relation between the two markedness congtraints: top-ranked M1 must
penalize asubset of the structures that are marked by M. That is, the M1 >> M2 ranking
establishes the rel ative markedness of two structures.
(35) The Emergence of the Relatively Unmarked (TETRU)

M1 >> OO-Identity >> M >> |O-Faith

As can be seen from this schematic hierarchy, TETRU involves an underapplication identity
effect, generated by the bottom three constraints. The phonological process enforced by the
markedness constraint Mo underapplies in paradigms, because OO-ldentity is dominant.
But the process does not always underapply: higher-ranked Mj asserts tha

underapplication must fail, and OO-Identity must be violated, when underapplication would

41 McCarthy (p.c.) suggests that |R-Faith effects fall into the category of opaque interactions, and could
be analyzed straightforwardly in terms of Sympathy Theory (McCarthy, 1997c; for a brief description of
opacity and Sympathy, see §4.4.3 below). See also Struijke (forthcoming) for another theory of
reduplicative TETU that does not assume IR-Faith constraints.
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produce a highly-marked structure. Thus, marked structure emerges through
underapplication, but only the less-marked of the marked set of structuresis alowed.

A real example from Tiberian Hebrew (84) is useful. Coda consonant clusters are
generaly avoided by epenthesis in Tiberian Hebrew because * COMPLEX-CODA >> |0O-
DEP. Epenthesis underapplies and coda clusters occur in morphologically truncated words
likethosein (368) to avoid realizing an epenthetic vowe with no base correspondent. This
underapplication is forced by the ranking OO-DEP >> * COMPLEX-CODA >> |O-DEP.
However, underapplication cannot preserve identity in paradigms if it would produce a
highly-marked rising-sonority coda cluster, as shown in (36b). Epenthesis must apply and

disrupt paradigmatic identity because a sonority contour constraint (SON-CON) outranks

OO-DEP.
(36) TETRU in Tiberian Hebrew Jussive Truncation
SON-CON >> OO-DEeP >> * COMPLEX-CODA >> |0O-DEP
a  Underapplication of epenthesis b. Normal application of epenthesis
creates lesss-marked coda clusters avoids rising-sonority coda clusters
yig.te yidt  'besimple yif.ne yi.fen  ‘build
yis.beé yisb  ‘takecaptive yiy.le yi.yel ’ uncover

The universal markedness rel ation between rising sonority and level or falling sonority coda
clusters is enforced by SON-CON ("no rising sonority coda clusters') ranked above
*COMPLEX-CODA ("no coda clusters of any kind"). This universal markedness relation
emerges in Tiberian Hebrew truncation, because OO-DEP ranks between these constraints
and |O-DEeP ranks below them. TETRU limits the underapplication of epenthesis, allowing
only relatively unmarked coda clusters to occur in truncated words.

Since TETRU involves underapplication, it is possible but unlikely in reduplicated
words. As discussed, underapplication in reduplication is not just a response to BR-
Identity; it requires another congtraint to rule out the overapplication option. Reduplicative
TETRU would therefore entail the ranking M1 >> BR-ldentity, C >> M5 >> |0-Faith, and

all three markedness constraints would have to be related, such that M1 penalizes a subset of
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structures marked by M (to establish the emergent markedness relation) and C prevents
repair of Mo violation in reduplicated words only. It isdifficult to come up with a plausible
set of three markedness constraints that could enforce the TETRU restriction on
underapplication in reduplicated words.

In sum, TETU can occur only in reduplication — it cannot occur in paradigms,
because both words are equally subject to |O-Faith congtraints. TETRU, on the other hand,
while theoretically possible in reduplication, is easier to generate in paradigms, where

underapplication is driven by identity constraints alone.

25 Summary

This chapter has introduced the basic outlines of TCT, as well as many of its
technical details. To review the main points, | proposed that morphological derivation is
subcategorized by OO-correspondence relations, which provide a phonologicd link between
a derived output and its output base. The phonological paradigms governed by OO-
correspondence are linear and trictly locad, and both members are available to the
phonology a the same time, in fully parale derivations. | argued that the illusion of
seridism in word formation, characterized here as the PRIORITY OF THE BASE
generalization, isenforced by recursive evauation of related pairs of words. The recursive
system differentiates the constraint violations incurred by each member of the paradigm, and
thereby ensuresthat paradigmatic identity relations are asymmetrical: the derived word can
copy its base, but the base cannot "anticipate” the phonology of the derived word.

Another goal of this chapter was to introduce the surface patterns produced by
various rankings of OO-Identity with respect to |O-Faith and markedness constraints. As
discussed, these are two identity-preserving phenomena, overgpplication and
underapplication (plus underapplication's companion TETRU effect), and identity-
disrupting normal application of phonology. Each of these patterns is examined more

closely in the following case studies.
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CHAPTERS3
SUNDANESE

31 Introduction

Paradigmatic OO-Identity constraints force overapplication of phonology in the
Austronesian language Sundanese. In plurals created by infixation, progressive nasal
assimilation applies where it is not conditioned, nasdizing vowels that are not in a post-nasal
context: [n-al-iar] 'seek (pl.)'. Nasalization overgppliesin the plural to achieveidentity with
the singular base, where corresponding vowels are predictably nasal in post-nasal context,
[niar] 'seek’. This Sundanese case study shows that the paradigmatic OO-Identity
requirements responsible for misapplication in paradigms are distinct from 10-Faith
constraints on input-output relations, and that the two sets of faithfulness constraints coexist
in the same markedness hierarchy.

The Sundanese facts are laid out in (37-39). Nasdlity is not contragtive in vowels.
Predictable harmony spreads nasality onto vowels and vowel sequences that follow primary
nasal consonants. The laryngeals [h, ?] are transparent to nasal spread (37a), but ora
consonants and glides block it (37b). Thus, nasal vowels appear in post-nasal context, and

ora vowels appear elsewhere.
37 Sundanese Nasal Assimilation
a jiar ‘seek’ b. patur ‘arange
bighar ‘to be rich’ fisar ‘displace
nadr ‘say' piliat stretch’
ni?is ‘relax in acool place marios ‘examing
na?atkin - 'dry’ piwat ‘elope’

Certain plural words deviate from the canonical pattern, and have nasal vowels in ora
context. The plura affix, which is redlized as either ar or al, is prefixed to vowd-initia
roots, asin (38a), and infixed if the root begins with a consonant or consonant cluster, as in

(380).42

42 The plural morpheme alternates predictably between al and ar under the influence of liquidsin the root
(Robins, 1957; Cohn, 1992; Holton, 1995). It has the same distribution as other Austronesian VC prefixes
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(38) Sundanese Plurals
a  Plural Prefixation

Singular Plural

alus ar-alus 'be pleasant'

ala ar-ala ‘take'

omorn) ar-omon-an ‘say, their (our, your) words
b. Plurd Infixation

Singular Plural

bawa b-ar-awa ‘carry'

dahar d-al-ahar ‘eat’

hormat h-al-ormat "honor'

In (39), the plura marker is infixed after a root-initial nasal consonant. Unexpectedly,
nasality spreads over the infix’sliquid onto the following vowels (Robins, 1957; Anderson,
1972; Stevens, 1977; Hart, 1981; van der Hulst and Smith, 1982; Cohn, 1990).

(39) Plura Infixation after Nasal Consonants — Overapplication of Nasal Spread
Singular Plural
piar n-al-ar 'seek’
nadr np-al-adr 'say'
mahal m-ar-ahal ‘expensive
natatkin n-ar-a?atkin 'dry’

Nasal harmony applies where its phonological conditions are not met to preserve identity in
the plural paradigm. Thisis overapplication, forced by a high-ranking constraint on an OO-
correspondence relation.

Cohn (1990) presents a cyclic analysis of Sundanese overapplication. The
nasalization pattern presents an ordering paradox, in that the nasalization rule has to apply
both before and after infixation of the plura morpheme. Cycles resolve the paradox,
allowing the nasal spread rule to apply more than once in the derivation of the plural word.
Nasal spread applies on thefirst cycle, nasalizing the root vowelsin [piiar] while they are in
post-nasal context, and applies again on the second cycle, after bracket erasure brings the

infix into the derivation, to nasalize the infixal vowel.

(e.g., Tagalog um), infixing after aroot-initial consonant. Infixation optimizes syllable structure (Anderson,
1972), and is forced by the constraint against coda consonants NOCODA ranked above the EDGEMOST or
ALIGN constraint that requires prefixes to be leftmost in the word (Prince & Smolensky, 1993; McCarthy
& Prince, 1993ab).
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(40) Cyclic Nasal Spread

Input (with morphological bracketing) [al [niar]]
Cycle1 nasa spread iar
Bracket erasure n-al-iar
Cycle 2 nasal spread n-aldar

The nasal spread rule is properly conditioned each time it applies. Morphology excluded
from the first cycle destroys the conditioning environment of the first application of nasal
spread, but since subsequent derivation does not denasalize the root's vowels, nasal vowels
appear in oral context in the plurd word. With cycles, nasality in the plura's root vowes is
not enforced by any rule of grammar; it is ssimply aby-product of the seria derivation of the
plural word.

Transderivational Correspondence Theory (TCT) gives the Sundanese pattern a
different explanation: nasality in the plural is enforced by grammaticaly by OO-Identity
congtraints. The plural word and its singular base are linked phonologically by an OO-
correspondence relation.  Through ranking, constraints on this relation force plural

paradigms to violate canonical phonotactics.

(41) Transderivational |dentity
OO-correspondence
[piar] > [n-al-iar]
N N |O-correspondence
/ piar / / aR + piar /

The misbehavior of nasal harmony in Sundanese is overapplication: nasalization applies in
both words, even though it is properly conditioned only in the base. A congraint
demanding identity of nasdity in the paradigm, ranked above a markedness constraint
against nasal vowels, produces the overapplication effect. By the OO-IDENT[NAS] >>
*VNASranking, it is better to achieve identity than to avoid marked vocalic nasality.

Like dl constraints, OO-ldentity constraints are ranked and violable under
domination. In the paradigmsin (42), an affix introduces nasality, and satisfaction of OO-
IDENT[NAS] isnot optimal. Instead, harmony applies normally, affecting al and only post-
nasal vowels.
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(42) Paradigmatic Identity Failures: Normal Application of Nasal Spread
gode g-um-3de 'big/be conceited *gode g-um-ode
*gdde g-um-3de
rasa r-um-asa ‘feel/admit to' *rasa r-um-asa
*rasa r-um-dsa
indit pap-indit 'to leave/reason for leaving' *indit pap-indit

*indit pap-indit
Corresponding vowels in related words in (42) do not match in nasality, because OO-
Identity is dominated by congtraints that ban ora vowels from post-nasal context,
abbreviated here as *NVORAL.43 This prohibition is always obeyed — ora vowes never
appear after nasals in Sundanese — so *NVORAL must outrank dl conflicting constraints.
In (42), *NVORAL conflicts with the paradigmatic identity requirement, and the markedness
constraint is satisfied because it is dominant: * NVORAL >> OO-IDENT[NAS].

Together, overapplication in (39) and norma application in (42) show that OO-
IDENT[NAS] ranks between two markedness congtraints. it dominates *VNAS and is
dominated by *NVORAL. Thus, identity in paradigms is optimal unless it would produce
an oral vowel in apost-nasa context. The markedness hierarchy of *NVORAL >> *VNAS
entailed by the OO-ldentity effect is independently motivated in Sundanese, by the
canonical distribution of oral and nasal vowelsin (37). Ranked above faithfulness to the
rich input, this markedness hierarchy ensures that nasa vowels appear, violating *VNAS,
only if dominant * NV ORAL demands them — that is, nasal vowels appear only after nasals,
even if nasal vowels are assumed to be present underlyingly (see 83.2). Thus, the
*NVORAL >>*VNAS ranking is constant, and two distinct faithfulness constraints, OO-
IDENT[NAS] and IO-IDENT[NAS], interact with it. This case is evidence, then, that OO-
Identity and 10-Faith coexist in a single hierarchy, and al words are derived by the same

grammar.

43 A serious theory of nasal harmony would require a typological study that is not within the scope of
thiswork. The*NVORAL constraint, which is borrowed from McCarthy & Prince (1995), is only a stand-
in for whatever constraint or set of constraints is responsible for harmony in post-nasal context.
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Since a single total ordering of constraints is responsible for both the canonica
nasal harmony pattern in (37) and (42) and the overapplication identity effect in (39), the
Sundanese analysis begins with an examination of canonica alophonic nasality (83.2).
Once the basic constraint ranking is established, OO-Identity constraints are introduced to
explain overapplication of nasal spread in plural infixation paradigms (83.3) and normal
gpplication in other paradigms (83.4). The transderivational approach is compared to
various dternatives (83.5). In addition to the cyclic mode in (40), three dternatives are
considered: one based on underspecification of the plurd morpheme's consonant, another
that invokes underlying nasalization in Sundanese roots (derived by Prince & Smolensky's
Lexicon Optimization), and a third that relies on a seria elaboration of an OT grammar. For

various reasons, each of these analyses fails to improve on transderivational approach.

3.2 Allophonic Nasal Harmony
In monomorphemic Sundanese words, nasdlity in vowes is predictable from the

vowel's phonological environment. Nasal vowels appear after nasa segments, and oral

vowels appear elsewhere (43).

(43) Allophonic Nasal Harmony
piar ‘seek’ patur ‘arrange
bighar 'to berich' pisor ‘displace
nadr ‘say’ piliat ‘stretch’
nifis ‘relax in acool place marios ‘examing
na?atkin  ‘'dry’ giwat ‘elope’

This is a smple alophonic dternation, predictable from phonological context alone. My
analysis of allophonic nasality in Sundanese follows McCarthy & Prince's (1995) treatment
of a similar pattern in the related language Madurese. The focus of the analysis is on the
distribution of oral and nasal vowels, and not on the nature of the nasalization process itself.

McCarthy & Prince show that the distribution of allophones is determined by high-
ranking markedness constraints. Two constraints interact, such that one forces the more-

marked allophone in a specific context, and another demands the less-marked alophone in
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the general case. These markedness congtraints fully determine the alophonic aternation;
faithfulness to input or underlying forms plays no active role. Vowels are nasa in post-
nasal context and oral el sewhere because markedness demands it, and not because they are
faithful to theinput. 10-Faith constraints are low-ranked, below the markedness constraints
that dictate the distribution of the allophones.

Domination of 10-Faith in an alophony hierarchy follows from the Richness of the
Input principle (see Prince & Smolensky (1991:191ff) and §1.2.2 above)) A theory of
output constraints cannot state restrictions on inputs, so the pool of possible inputs must be
universal. Underlying forms are deduced from the language's outputs. Surface contrasts
provide information about underlying forms — if the distribution of a feature is not
predictable, it must be fixed in underlying representation and faithfully reproduced in
optimal outputs. Predictable features, on the other hand, say nothing about inputs, because
markedness, rather than faithfulness, determines a phonologically-predictable distribution.
In the Sundanese casg, it cannot be assumed that vowels are underlyingly ora or nasal, and
it cannot be dipulated either. Possible inputs to the Sundanese grammar are rich in
noncontrastive vocalic nasality, and present oral and nasal vowels without regard to context.
Markedness constraints dominate faithfulness to the rich input, selecting optima outputs
that have nasal vowelsin post-nasa context and ora vowels elsewhere.

The first step in identifying the markedness constraints that force an alophonic
dternation is to determine the relative markedness of the allophones. In the Sundanese case
this is smple: nasal vowes are more marked than oral vowels. Traditiondly, (universal)
implicationa statements encode the relative markedness of segment types; for example, any
system that admits nasa vowels must also dlow ora vowels. OT adlows a precise
characterization of relative markedness. more-marked elements violate higher-ranked

constraints (Smolensky, 1993). Nasal vowels are more marked than oral vowels because




the constraint against nasal vowels is higher-ranked than the constraint against ora

vowels 44
(44) Relative Markedness of Allophones
*VVNAS "No nasal vowels."
*VORAL "No oral vowels."
*VNAS >> *VVORAL "Nasal vowels are more marked than oral vowels."

This markedness hierarchy captures the correct implicational relation. A grammar that
admits nasa vowels also has ora vowels, because any constraint ranked high enough to
compel nasal vowes, in violation of *VNAS, must also outrank *VORAL. Conversely,
domination of *VVORAL does not entail domination of *VNAS, so a system with oral vowes
will not necessarily have nasal vowels too.

By itself, the ranking *VNAS >> *VVORAL bans nasal vowels. In Sundanese, nasal
vowels do appear, but only in a specific context, after nasal consonants. Markedness
congtraints ban less-marked oral alophones from this specific environment, and force more-
marked nasal alophonesto appear. Nasal harmony is characterized here as asimple ban on
ord vowes in post-nasal context, but is certainly enforced by a complex of constraints,
including constraints that generalize over al types of assimilation and constraints on
nasdlity in particular. The *NVORAL constraint in (45) stands in for this set of harmony
constraints (McCarthy & Prince, 1995).

(45) Context-Sensitive Markedness

*NVORAL "No ord vowelsin post-nasal context."
The prohibition against oral vowelsin post-nasal context outranks the ban on nasal vowels:
*NVORAL >>*VNAS. These congtraints logicaly conflict, and with the opposite ranking
nasal vowelswould never surface. Since *NVORAL forces nasal spread and not any other
possible aternation, *VNAS has to be dominated by certain other constraints, so that

denasdlization of consonants, deletion of either the nasal or the following vowd, or any

44 The apparent universality of the markedness ranking in (44) suggests that there is no constraint against
ora vowels, so that *VNAS a one determines the relative markedness of oral and nasal vowels.
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other possible repair of a*NVoral violation is dispreferred to nasal spread. To simplify
matters, the only repair of *NVORAL violation considered here is nasalization of vowels.
The ranking *NVORAL >>*VNAS forces canonical nasal spread. When a vowel
follows anasal segment, *NVORAL forces nasality. When *NVORAL is irrdlevant, lower-
ranked *VNAS demands less-marked oral vowels. Faithfulness constraints play no role in
the alternation. The crucially dominated |O-Faith constraint regulates nasality.
(46) |O-IDENT[NAS] “Correspondents in input-output pairs agree in nasality.”
The low rank of 10-IDENT[NAS] in Sundanese is demonstrated by the four tableaux in (47),
which evauate candidates generated from four possible inputs for [natur] ‘arrange’. In
nasal vowel, and in tableau (iv) the input vowels are nasal. In each case, the grammar selects
the optimal form (d) [natur], with a nasal vowe &fter the nasal and an oral vowe after the
oral consonant. |O-IDENT[NAS] ranks below the markedness hierarchy, and dl of these
inputs converge on asingle optimal output.
(47) Allophonic Nasal Harmony *NVoRaL >>*Vnas >> |O-IDENT[NAS]

(i) input vowelsare ora

[patur/ *NVoRraL *VNAS |O-IDENT[NAS]
a patur *1
b. patir *1 * *
C. patir **1 *x
d. = patur * *
(if)  input vowels are oral and nasal
Mnatur/ *NVORAL *VNAS |O-IDENT[NAS]
a natur *! *
b. patlr *1 * **
c. natiir *l *
d. @ pitur *
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(iif) input vowels are oral and nasal

Inatir/ *NVOoRAL *VNAS |O-IDENT[NAS]
a patur *! *
b. patiir 1 *
C. patir *r *
d. = patur * **

(iv) input vowels are nasal

Inatar/ *NVoRAL *VNAS |O-IDENT[NAS]
a patur 1 *r
b. patilir *! * *
c. patir =
d. = patur * *

The tableaux evauate the same candidate set, and each tableau correctly selects optimal
candidate (d). Candidates (@) and (b) have an oral vowd in a nasad context, and are
diminated by top-ranked *NVORAL. In candidate (c) both vowels are nasd, incurring
gratuitous and fatal violation of *VNAS. Optima (d) violates *VNAS minimaly, just
enough to satisfy higher-ranked * NV ORAL.

The four tableaux in (47) differ only in the input vowels assumed. Because output-
based OT cannot require vowelsto be either oral or nasal in input forms, the grammar hasto
get the right result from any possible input vowd. It follows that 10-IDENT[NAS] is low-
ranking. Comparison of candidates (c) and (d) in tableau (iii) demonstrates the ranking
*VNAS >> |O-IDENT[NAS]. With this particular input, suboptimal (c) fares better on
faithfulness than the optimal form does, but incurs worse violation of dominant *VNAS.

So far, | have shown that predictable nasal harmony in Sundanese is produced by
the interaction of markedness congtraints, which crucidly rank above an 10-Faith
requirement.

(48) Summary Ranking

*NVORAL >>*VNAS >> |O-IDENT[NAS]
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With this basic ranking established, | turn now to the forms that disobey the canonica
pattern, and show how paradigmatic identity constraints force overapplication of nasdization
in infixed plurals. Nasal vowels appear in orad contexts — that is, *VNAS is violated even
though *NVORAL is not rdlevant — when *VNAS violation increases phonological identity

of morphologically-related words.

3.3  Overapplication of Nasa Spread in Infixed Plurals
Infixed plural words do not conform to the canonical nasal harmony pattern.
Instead, they surface with nasal vowelsin oral context.45

(49) Overapplication of Nasal Spread

Singular Plural

iar n-aldar 'seek!
nadr np-al-adr 'say'
mahal m-ar-ahal ‘expensive
na?ratkin n-ar-a?atkin 'dry’

Theinfixed plura words mimic nasality in their unaffixed bases. Nasal vowels correspond
to nasal vowels, even though nasdlization is phonologicaly conditioned only in the base.

This overapplication of nasalization preservesidentity in plural paradigms.

(50) OO-correspondence
[iar] > [n-alar]
N N |O-correspondence
/ piar / / al + piar /

The plura in (49) is faithful to a surface property of its base, the nasal vowe allophones.
Since OT cannot make stipulations about input vowels, they must be allowed to be rich in

noncontrastive nasality. The distribution of alophones is reliably determined only in

45 Robins (1957) reports that the vowel immediately following the plural infix is not nasal, although
subsequent vowels are, as in [m-ar-ahal] or [p-al-iar]. However, in nasa arflow studies Cohn (1990)
found orality only in vowels that immediately follow the trilled ar allomorph; vowels that follow the al
aternant are nasalized. Orality after ar could be phonological — Cohn formulates a rule of denasdization,
which spreads a [-nasal] feature from the trill onto the immediately following vowel. Cohn's denasalization
rule could be recast in OT as a high-ranking constraint forbidding anasal vowel after a trill. Alternatively,
orality in vowels after ar could be a phonetic effect — lack of nasdity in the vowel might reflect the lag
timein lowering the velum after production of thetrill. | leave this question aside, and abstract away from
vocalic orality after the ar alomorph. This simplification of the data is irrelevant, because the second root
vowel in [m-ar-ahal] is still forced to be nasal by the high-ranking paradigmatic identity requirement.
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surface representations, where it is enforced by output constraints. If nasal vowels are
reliably present only in the output [jiidr], and the related infixed word is faithful to those
nasa vowels then the responsible constraints must compare two surface words.
Paradigmatic identity is enforced by constraints on an output-output relation, the OO-
Identity constraints.

|O-Faith and OO-ldentity are distinct sets of constraints that can be ranked
separately in the Sundanese grammar. The |O-Faith constraint on nasality is low-ranking;
tableau (47) established that *VNAS >> |O-IDENT[NAS]. The overgpplication pattern in
plurals shows that OO-IDENT[NAS] is ranked higher; in (49-50), achieving identity of
corresponding vowels takes precedence over avoiding nasal vowels: OO-IDENT[NAS] >>
*Vnas Putting this dl together gives the ranking in (51). Two faithfulness constraints,
governing different types of relations, coexist in the nasalization hierarchy.

(51) Overgpplication

*NVoRraL, OO-IDENT[NAS] >>*VNas >> |O-IDENT[NAS]
No ranking between *NVORAL and OO-IDENT[NAS] can be established on the basis of the
plural paradigms (but see §3.4 below). With respect to these data, *NVORAL and the OO-
Identity constraint do not conflict — optimal overapplication satisfies both constraints, as
shown in tableau (52).

Paradigms are evaluated as units, in pardle, against ranked recursions of the
language-particular hierarchy. To simplify the discussion and focus in on the relevant
interaction, the candidate paradigms in tableau (52) vary in a limited way: root vowels are
either both oral or both nasal in a given word, and the infix's vowd is dways nasdlized (as
required by undominated *NVoraL). Also, the inputs shown have nasa vowes
(irrlevantly, since IO-IDENT[NAS] is bottom-ranked).  Four competitive candidate

paradigms are listed above the tableau.
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(52) *NVoRaL, OO-IDENT[NAS] >>*VNas >> |O-IDENT[NAS]
candidate (a) niar p-al-iar
candidate (b) piar p-al-iar
candidate (c) piar p-al-iar
& candidate (d) piar p-al-iar
Recursion (A)

iiar/ *NVoRaL | OO-IDENT[NAS] [ *Vas [ 1O-IDENT[NAS] | | |
a niar *1 **

b. niar *| >

C. niar *x

d. & niar **

Recursion (B)

>> | /al + piiar/ *NVoraL | OO-IDENT[NAS] | *VNnAs | 1O-IDENT[NAS]
a. np-al-iar * *x
b n-aldar ** *x %
c. p-al-iar > * **
d.=  p-aliar * kK

Candidates are represented discontinously across the recursive tableau, and the base is
evaluated against the dominant recursion of constraints. In (52), candidates (a) and (b) are
eliminated by the upper recursion of the hierarchy, by the *NVORAL violation incurred by
the base [niar]. Because other candidates have a more harmonic base, and better satisfy
constraints in the dominant recursion, paradigms (a-b) are out of the running. In paradigm
(¢), nasal harmony applies normally, and al and only post-nasal vowels are nasdlized, but
corresponding vowels are in different environments, so (c) fatally violates the OO-Identity
constraint. Candidate (d) fares worse on *VNAS than (c) does, but OO-IDENT[NAS] is
dominant, and (d) isthe optimal paradigm.

Recursive evduation of paradigms plays no crucia role in overapplication patterns,
because overgpplication is the most harmonic way to satisfy paradigmetic identity
congtraints. In (52), optimal overgpplication violates only *VNAS, and al other candidates
violate one of the higher-ranked constraints. In particular, the identity-satisfying candidate
(524), which underapplies nasalization in the base, is ruled out by its *NVORAL violaion,
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rather than by the recursive evaluation mechanism. As discussed in 82, the loca evauation
of each paradigm member in a recursive system is essentia when underapplication is
optimal. It dso playsacrucia in the evaluation of certain other paradigms in Sundanese, as
set out shortly below.

To summarize, the alophonic oral/nasa aternation in vowels overapplies in infixed
pluras under the force of an OO-Identity constraint. It is more harmonic to achieve identity
of corresponding vowels in related words than to avoid marked nasality. The
overapplication hierarchy is repeated in (53).

(53) Overapplication

*NVoRraL, OO-IDENT[NAS] >>*VNas >> |O-IDENT[NAS]
Two faithfulness constraints coexist in the ranking. 10-Faith is bottom-ranked, and the
canonical nasalization pattern is produced from rich inputs by a dominant markedness
ranking *NVORAL >> *VNAS. OO-Identity is higher-ranking, and can force markedness
violations. Nasal vowels are forced to appear in non-nasal context, violating *VNAS, if
nasalization satisfies the dominant OO-Identity constraint.

A ranking between OO-IDENT[NAS] and *NVORAL can be established by looking
at nasdlity in other in Sundanese words. In particular, paradigms produced by affixes that
contain nasal consonants show that the top-ranked markedness constraint, *NVORAL, can

force violation of the OO-Identity constraint.

34  Nasdity in Other Environments

Infixed plurals with root-initial nasalslike [p-al-iar] are the only Sundanese words
that do not obey the canonical generalizations about vowel nasdization; al other words have
nasal vowels always and only in post-nasal context. Overapplication islimited to plurals for
phonological reasons: the plural morpheme is the only non-nasal infix in Sundanese
(Robins, 1957). Thus, no other morpheme creates the environment for overapplication by

interposing an oral consonant between aroot-initial nasal consonant and the root's vowels.
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Obvioudy, misapplication identity effects are possible only if corresponding
segments are in different environments, so that one correspondent conditions an aternation
and the other does not. Intheinteresting plural paradigms, the base's vowels are post-nasal,
and corresponding vowels in the derived word are not. The other important case is when the
situation is reversed, and the derived word's vowels are post-nasal, but the base's vowels are
not.

When an affix introduces nasdlity, corresponding vowels in a paradigm are not

identical. Nasa harmony applies normally, affecting al and only post-nasal vowels.

(54) Identity Failure: Normal Application
Base Derived Word
omon ‘say' pan-omoy ‘'reason for saying'
dvhys ‘gpproach’ d-um-¥h¥s ‘approach a superior'
gade ‘big' g-um-3de "be conceited
saplin 'to polish’ s-in-aplin 'to glitter’

Since dl &ffixation triggers an OO-correspondence relation, and OO-IDENT[NAS] is high-
ranking in Sundanese, the OO-Identity violationsin (54) need an explanation.

Paradigmatic identity is sacrificed in (54) because ora vowes are absolutely
forbidden after nasal consonants. *NVORAL is never violated in Sundanese. In (54),
*NVORAL conflicts with and forces violation of the OO-Identity constraint, so it must be
dominant: *NVORAL >> OO-IDENT[NAS]. Tableau (55) demonstrates this ranking in
evduation of the norma application paradigm [dxvhys d-um-¥h¥s] 'approach (a
superior)'. The candidate set is simplified, in that all paradigms have the same base [dyhys]
(a candidate with a different base is considered below). Because al candidates have the

same basg, al of the action in (55) isin the lower-ranked recursion of constraints.
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(55) *NVoRraL >> OO-IDENT[NAS] >>*VNAS >> |O-IDENT[NAS]
candidate (a) dyhys d-um-vhys
candidate (b) dyhys d-iim-vhys
@ candidate (C) dyhys d-um-¥h¥s
candidate (d) dyhys d-im-¥h¥s
Recursion (A)

[dvhys/ *NVoraL | OO-IDENT[NAS] | *VNas | IO-IDENT[NAS] | |

a dvhys

b. dvhys

Cc. =  dvhys

d. dyhys

Recursion (B)

>> | /iim + dyhys/ *NVoraL | OO-IDENT[NAS] | *Vnas| |O-IDENT[NAS]
a.  d-um-vhys *1 *
b'.  d-im-vhys *1 R
c. % d-um-¥h¥s ** * % * %%
d. d-im-¥h¥s * % k| * %

Candidate paradigms (a) and (b) satisfy OO-IDENT[NAS], because correspondent vowels in
the paradigm are ord, but they fataly violate * NV ORAL, because the vowels in the derived
word are in a post-nasal context. Optimal paradigm (c) satisfies *NVORAL by nasdizing
vowelsin the infixed word and violating the lower-ranked OO-Identity constraint.

The competition between (c) and (d) is decided by *VNAS, ranked above |O-Faith.
These paradigms differ only with respect to the infixa vowd; in (d) the infix's vowd is
nasdlized, and in optimal (c) it is not. Nasdization of the infix is not required by
*NVORAL, since the infixa vowe is not post-nasa, or by the paradigmatic identity
requirement, because the infix's vowe does not correspond to any base vowd. And since
nasalization is not forced by any dominant constraint, it is prohibited by *VNAS. With a
nasal vowe in the underlying form of the infix, tableau (55) shows that *VNAS >> |O-
IDENT[NAS]: optima (c) fares better on *VNAS and worse on |O-Faith than (d) does.
Nasal spread applies normally inthe optimal paradigm [dyhys  d-um-¥h¥s], and al and
only post-nasal vowels are nasalized.
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Tableau (55) evaluates alimited set of candidates, those with the most harmonic base
[d¥hys]. But paradigms are generated and evaluated in parallel, so other possible bases
have to be considered. In particular, the optimal paradigm in (55c), which violates OO-
IDENT[NAS], has to be compared with a candidate that satisfies OO-IDENT[NAS] by
overapplying nasal spread.46 This candidate [d¥h¥s d-um-¥h¥s] has nasal vowelsin the
base of the paradigm, where they are not phonologically conditioned. Tableau (56) shows
that misapplication of phonology in the base is never optimal, because it fataly violates
dominant constraints.

(56) Asymmetrical Transderivationa |dentity
candidate (a) d¥h¥s d-um-¥h¥s
& candidate (b) dyhys d-um-¥h¥s
Recursion (A)

/d¥hys/ *NVoraL | OO-IDENT[NAS] | *VnNas | |O-IDENT[NAS] | >>
a d¥h¥s *x| * %
b. & dvhys
Recursion (B)
>> | [im + dvhys/ *NVoraL | OO-IDENT[NAS] | *VNAs | |O-IDENT[NAS]
a. d-um-¥h¥s * x *okx
b'. = d-um-¥h¥s *x il *xx

The optimal paradigm (56b) violates OO-IDENT[NAS] to satisfy *NVORAL (as in (55)),
while its competitor (56a) satisfies both of these constraints, and violates only *VNAS.
Given overagpplication in plurals paradigms (52), OO-IDENT[NAS] must dominate *VNAS.
Normal application (52b) wins, even though it violates a dominant constraint, because the
base of this paradigm ismaximally harmonic. The related words are evauated locdly, and
violations incurred in the base are more costly, because they are higher-ranked, than
violationsin the derived word. If al violationsin a paradigm were counted equally in a non-

recursive eva uation, the Sundanese grammar could not produce the correct result.

46 The underapplication candidate, shown in (55a), is ruled out by its* NVORAL violation.
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57) Wrong Result from a Nonrecursive Ranking

*NVoRraL OO0- *VNAS 10-
fdxhys [ fum + dvhys/ IDENT[NAS] IDENT[NAS]
a 6 dyh¥s d-um-¥h¥s * ok Kk * Kk K
b. dvhys d-um-¥h¥s * x| * * I

Misapplication of phonology in the base of a paradigm is universaly prohibited by the
recursive evaluation mechanism. In effect, recursion prevents OO-Identity constraints from
forcing the base to violate other constraints, no matter how low-ranking they are. Thus, the
*VNAS violation incurred by the basein (56a) is motivated solely by OO-Identity and it is
fatal, even though *VNAS is lower-ranked than the OO-Identity constraint.4?

Recursive evauation enforces the priority of the base generdization, preventing
satisfaction of paradigmatic identity by back-copying misapplication in the base. As
discussed in 82, recursion isa significant ateration of the standard OT evaluation function,
inthat it allows alower-ranked constraint to compel violation of a higher-ranked one. But it
does so without undermining the established ranking, because every "paradoxica" case is
oneinwhich the lower-ranked congtraint is violated in a word with ranking priority in the
recursive grammar. The ranking priority of the base of the paradigm forces violation of the
dominant constraint, and underapplication is optimal.

The ranking priority of the base reflects its morphologica priority; in essence, the
base is subject to a dominant recursion of constraints because it has undergone less
morphological derivation. Because recursion takes over one of theroles played by serialism
intraditional cyclic and stratal theories, it isimportant to compare the recursive system with

dternatives, and thisis undertaken in 83.5 below.

47 As an aternative to the analysis in the text, it is possible to assume that the plural morpheme is
associated with an OO-correspondence relation that is distinct from the OO-correspondence relation
triggered by all other affixes in the language. Like English, Sundanese could instantiate two distinct
paradigmatic relations, so that an OOp-IDENT[NAS] constraint on plural paradigms ranks above *VNAS
and forces overapplication, and an OOa-IDENT[NAS] constraint proper to al other affixes ranks below
*VNAS, producing canonical nasal harmony in the paradigmsin (54). There is no independent evidence in
support of this hypothesis (e.g., there are no misapplication effects of any kind in non-plural paradigms), so
| pursue the more restrictive hypothesis that the same OO-Identity constraint is relevant to al morphological
derivation in Sundanese.
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Before turning to serial and other dternatives, review briefly the main points of the
transderivational analysis of Sundanese. All nasdity patterns are derived by the same fixed
ranking.

(58) Summary Ranking

*NVORAL >> OO-IDENT[NAS] >> *VNAS >> |O-IDENT[NAS]

Canonical nasal harmony is produced by the markedness hierarchy * NVORAL >> *VNAS
ranked above |O-Faith — nasal vowels appear always and only in post-nasal context, no
matter which allophone the rich input presents. An OO-ldentity constraint forces
overgpplication of harmony by dominating *VNAS. But overapplication is optimal only
when the base's vowels are post-nasal and the derived word'svowel arenot (as in jiar  p-
al<iar). When the situation is reversed (asin dvhys  d-um-¥h¥s), norma application
wins because OO-Identity ranks below *NVORAL. As discussed, recursive evaluaion
plays an important part in generating normal gpplication; it rules out overgpplication in the
base of the paradigm (*d¥h¥s d-um-¥h¥s), which satisfies both top-ranked constraints.

Overapplication in Sundanese is sensitive to phonological context. Nasal spread
overgpplies, violating one phonotactic constraint (*VNAS) unless overapplication would
violate amore important phonotactic (*NVORAL). Theresult isthat paradigmatic identity is
not an acrossthe-board phenomenon; affixed words show a mixed pattern of
overgpplication and norma application. The reative importance of the phonotactic
conditions (*NVORAL >>*VNAS) is constant in the Sundanese grammar; both affixed and
unaffixed words evidence it. This is no coincidence — markedness rankings are not
reversable in a monostratal parallel grammar. The different patterns of nasality in affixed
and unaffixed words is produced by ranking two kinds of faithfulness constraints in the

markedness hierarchy.
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35 Alterndtives

Four aternative analyses of the Sundanese data are considered here. These are (i) a
rule-based model with cyclic rule application and/or sratification of morphological and
phonological rules (83.5.1); (ii) a theory that relies on underspecification of [tnasal]
features consonants and vowels (83.5.2); (iii) an OT analysis that avoid both cycles and
transderivationa relaions by making use of Prince & Smolensky's Lexicon Optimization
(83.5.3); and (iv) a serid OT account, in which congtraints are re-ranked at different levels
of derivation (83.5.4). | argue that the rule-based cyclic analysisis highly stipuletive, the
underspecification analysis entails language-particular assumptions that are unsupportable,
and the L exicon Optimization analysis entails aranking paradox. The serial OT anadlysis is
also rejected, on two grounds: (i) it generates several unattested patterns that are impossible
to produce in the transderivational model, and (ii) it is incompatible with OT's theory of

inputs and lexical forms.

351 Cyclesand Strata
In Cohn's (1990) cyclic analysis of Sundanese pluras, a rule of rightward nasal

spread (formulated in autosegmental representation) applies on the first cycle, targeting the
post-nasal vowels in the inner morphological constituent, the root [piar]. The same rule
applies again on a second cycle, which takes place after morphological brackets are erased
and the infixal material becomes available to the phonol ogy.

(59) Cyclic Nasdl Spread

Input [al [piar]]
Cycle1 nasd spread iar
[+nas]
Cycle2 nasd spread n-al -”uﬁ}r
[+nas]  [+nas]

Lexica Phonology (Pesetsky, 1979; Kiparsky, 1982ab, 1985ab; Mohanan, 1982, 1986;

among others) would give Sundanese plurals a similar analysis. Morphology and
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phonological components are interleaved, so that morphological operations can both precede
and follow phonological operations. In Sundanese, the plural affix is absent at the first level
of derivation (or absent at thefirst cycle of the first level), so that nasal spread at stratum 1
affectsthe root's vowels. When the infix becomes available a the second stratum, the rule

applies again to nasalize the infix's vowel.

(60) Stratal Grammar
Stratum 1 morphology piar
phonology iar
Stratum 2 morphology n-aldar
phonology n-aldar

The cyclic and stratal models are fundamentally similar: their centra advantage is that the
nasal spread rule can be properly conditioned each time it applies. Nasal vowels surface in
post-oral context because they were post-nasal at an earlier stage of derivation. There is no
need to formulate a specia rule to nasalize vowels in plural words; the anomaous vowels
get their nasality by the regular nasal spread rule. The conditioning context of the early rule
is obscured by later morphological derivation, and nasal vowels appear in post-oral context
in the grammar's ultimate output.

On the cyclic/gtratal analysis, the identity of the singular and plura forms is
essentially epiphenomendl; it is a by-product of the seria architecture of the grammar. It
may seem that paradigmatic identity comes for free in this theory, but a closer examination
revealsthe cogts: the cyclic/stratal mode is quite stipulative. For one thing, later cycles do
not always respect features derived at an earlier leve, so something has to be said about
when and which features are preserved. Recall the English stress example introduced in §1,
origin original origindlity, whereinitial stressderived on thefirst cycle is not preserved
in the second cycle, but peninitia stress is preserved between cycles two and three. Of
course originality is not entirely faithful to original; these words differ in main stress and
vowel quality. Determining which properties are preserved on which cycles is centra to the

serial enterprise.
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Fixing the extent of the "preservation” or faithfulness effects between cycles is just
part of the more general question: how different can the cycles or levels in a grammar be
from one another? If each levd is comprised of a distinct rule set (or constraint ranking),
the grammar can produce as many surface patterns asit has levels. Typologica predictions
have to be constrained. One proposed constraint is Structure Preservation (Kiparsky,
1982), which prevents early levels from manipulating noncontrastive festures (but see
Borowsky for SP violationsin lexical phonology). Another Kiparskian restriction on inter-
leve variation is the Strong Domain Hypothesis (cited in Borowsky, 1986), which holds
that rules can be turned off but they cannot be turned on &t later levels of derivation. Later
levels consist of a subset of the rules that apply at earlier levels. Since turning off a rule
often leads to preservation of the derived featurein the ultimate output,48 the SDH explains
why a complex word appears to mimic its less-complex counterpart. A level-ordered
Optimdity grammar captures the same facts by promoting faithfulness constraints at later
levels (see 83.5.4 on sexia OT), and 1t6 & Mester (1995) propose that this is the only way
that levels or subgrammars can differ. Note however that Kiparsky's SDH and 1t &
Mester's re-ranking restriction are stipulations. Why can't rules be turned on later in the
derivation, or why isn't faithfulness demoted?

The cyclic/stratal theory has to stipulate how many levels there are and to what
extent the levels can differ, and it aso has to determine what morphological constituents
undergo cycles of rules. Cycles do not apply to morphologically-bound constituents
(Brame, 1974), and this has to be built into the theory. Statements like the (Revised)
Alternation Condition (Kiparsky, 1968) or the Strict Cycle Condition (Kean, 1974;
Mascard, 1976; Kiparsky 1982a; see also Inkelas, 1989; Kiparsky, 1993) prevent rules
from cycling on strings smaller than aword, such as bound roots or affixes (cf. Borowsky,

1986). Obvioudy, such stipulations are unnecessary in the transderivational approach,

48 Thisis rule-based theory's "do-nothing" concept of faithfulness: as long as no rule aters the features
derived at the early stage, those features survive to the surface. In fact, turning off a rule is not enough to
ensure preservation, since another rule may transform the features derived by the early rule.
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where "cyclic effects' are understood as a strategy to preserve identity of two related surface
forms. A morphologicaly-bound constituent cannot be a surface form, so it cannot
participate in cyclic effects.

| return to these and other arguments against the cyclic/stratal theory in 83.5.4 and
againinlater chapters, in discussion of an Optimality Theoretic version of the basic cyclic
anadysis, which shares many of the rule-based model's empiricd and conceptua

shortcomings.

3.5.2 Underspecification
Cycles/strata and transderivationa relations could both be rendered unnecessary in

Sundanese by underspecification of phonologica features (Kiparsky, 1982a; Archangeli,
1984; Mester & 1t6, 1988; Clements, 1988; Steriade, 1987, 1995). Many different
underspecification theories have been proposed, but it is generaly held that eements
(typicdly, noncontrastive features) are underspecified in underlying (and possibly in
surface) representations. Two functions of underspecification are (i) to encode markedness,
such that less-marked structures have fewer features, or have their features filled in by late
default rules, and (ii) to explan phonologica inactivity or transparency as
underspecification of featuresin the inert or transparent segment.

The second function of underspecification could be invoked in an analysis of
Sundanese plurals. Suppose that the oral consonant of the plural infix is underspecified for
its[-nasal] feature, and for this reason failsto block nasal spread onto following vowels. |If
thisis correct, there is no need for any cyclic derivation or for a transderivational identity
relation — plural words behave irregularly because the plural infix is underspecified. A
smple underspecification analysis is in (61). The liquid in the plurd morpheme is
underspecified for a[-nasal] feature, so spreading from the root-initial nasal past the infixal

consonant is possible (). Other oral consonants are specified for [-nasal] and block
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spreading. Spreading nasdlity past a[-nasal] segment, asin the starred form in (b), violates

the no-line-crossing convention (Goldsmith, 1976) and is prohibited.

(61) Underspecification
a np-aldar  'seek (pl)' b. patur ‘arange
naliar gatur *natidr
\/ // |/ |/
[+nas] [+nas] [-nas] [+nas] [-nas]|

The problem is that not every liquid in Sundanese can be underspecified for its [-nasal]
festure. Liquids are transparent to nasal spread only when they are part of the plura
morpheme. In monomorphemic words, liquids block nasal spread: [niiliat] 'Stretch’,
[marios] 'examin€. Itisnot clear how morpheme-specific featural underspecification could
be enforced other than by ad hoc stipulation.

The markedness-encoding function underspecification might also play a role in
Sundanese, in the alophonic nasal harmony pattern.  Suppose tha voweds are
underspecified for noncontrastive nasality in underlying forms of Sundanese, and a rule
spreads [+nasal] onto post-nasal vowels. This underspecification approach is tied to a
theory of markedness, in that oral vowels are considered less-marked because they have no
nasal feature (or because [-nasdl] is filled in by a late default rule). Note, however, that
underspecification cannot be a universa theory of markedness: vowes could be
underspecified for nasality in Sundanese, they cannot be underspecified in languages with
contrastive nasality, where [+nasal] must be present underlyingly. If underspecification is
not universal, then Sundanese vowels have to be required to be underlyingly oral by a
language-particular restriction, and language-particular restrictions on inputs cannot be
stated in atheory of output constraints (see Prince & Smolensky, 1993 on the Richness of
the Input).

| conclude that an underspecification analysis of nasdity in Sundanese is

unprincipled. There is no plausible way to force liquids in the plural affix to be
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underspecified when liquids el sewhere are not, and underspecification of nasality in vowels

isinconsistent with OT's fundamental output orientation.

3.5.3 Lexicon Optimization
A third alternative approach to the Sundanese problem holds that vocaic nasdlity is

fixed in the underlying representations of Sundanese morphemes by Lexicon Optimization
(Prince & Smolensky, 1993). Speakers use the grammar to optimize the lexicon, and fix
nasal vowels in the underlying form of the root [jiiar] 'seek’. Overgpplication in the infixed
word [n-al-iar] 'seek (pl)' isfaithfulness to the nasalized underlying form. If thisis correct,
there is no need for any intermediate stage in the derivation of the infixed word, and there is
no need for atransderivational relation to explain its nasal vowels. Overapplication of nasal
harmony is derived in asingle input-output mapping from a nasalized underlying form.
Thisanalysisisfatally flawed by aranking paradox. To produce nasal vowelsin the
infixed word [paliar] directly from an optimized, nasalized input root /jiiar/, faithfulness to

nasality hasto rank above the ban on nasal vowels: IDENT[NAS] >> *VNAS.

(62) Overapplication, with Lexicon Optimization
/al + piiar/ IDENT[NAS] *VNAS
a n-al-iar *Hx | L3
b.=  np-aldar * *

The problem is that Lexicon Optimization is relevant only when the opposite ranking
obtains: *VNAS>> |O-IDENT[NAS].

Lexicon Optimization is a system by which speskers fix rich noncontrastive
properties in the underlying forms of morphemes. From the set of possible inputs that
converge on some output, the input that entails the fewest lowest-ranked violations in the
mapping to the output is selected as the optimal underlying form. Thus the most harmonic
underlying representation of the Sundanese word [jiiar] is/jiiar/, with nasal vowels.

(63) Lexicon Optimization
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actual output: [piar]
possible inputs:

[piar/ violates |O-IDENT[NAS]
[piar/ violates |O-IDENT[NAS]
[piar/ violates |O-IDENT[NAS]
«  [miar/ satisfies |O-IDENT[NAS]

10-Faithfulness alone determines the optimal lexical entry. Obvioudly, other constraints are
irrdlevant to optimizing the lexicon — markedness constraints like *VNAS hold over the
output [yiidr], not over possible inputs. 1O-IDENT[NAS] is low-ranking and ineffective in
the selection of the output, but it is determinate in Lexicon Optimization.

Lexicon Optimization is relevant only when multiple inputs converge on the same
output form, and logicaly, multiple inputs converge on an output only if faithfulness is
lower-ranked than markedness. In Sundanese, multiple possible inputs converge on an
output like [iar] because |O-IDENT[NAS] is low-ranking in the grammar, below *VNAS.
Thus, the analysis of the Sundanese overgpplication identity effect based on Lexicon
Optimization entails a ranking paradox: to derive nasal vowels in oral context in plura
words from optimized nasal root vowels IDENT[NAS] has to outrank *VNAS, but to derive

nasal input vowels by Lexicon Optimization the opposite ranking must hold.

354  Seria Optimality Theory

Another aternative to the transderivationa theory imports the core of rule-based
cyclicity into constraint-based OT. The OT grammar is elaborated to dlow multiple levels
of derivation, each characterized by a distinct constraint ranking (see, eg., McCarthy &
Prince 1993a; Black 1993; Inkelas 1994; Kenstowicz 1995). These subgrammars are
chained together in serial order, so that the optimal output of one subgrammar isinput into a

subsequent level of derivation.49 At each step candidate outputs are generated and evauated

49 subgrammar theory in OT does not entail serial ordering. 1t & Mester's (1995) analysis of Japanese
vocabulary strata, for example, posits subgrammars that are not ordered with respect to one another (see also
Inkelas, Orgun & Zoll, 1996). To produce misapplication identity effectsin paradigms, however, OT levels
must chained together in seria order.
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in parallel, and the optimal output is selected by best-satisfaction of theranking. Thus there
is no serial ordering within any leve, but there is serial ordering among the levels of
derivation.

Serial OT is necessarily a theory of subgrammars, since distinct levels are invoked
only when the proposed intermediate stage of derivation and the ultimate output show
different phonological patterns. In misapplication or “"cyclicity" cases multiple surface
patterns are observed —in Sundanese, unaffixed words (jiidr, dvhys) reflect one pattern of
nasality (all and only post-nasal vowd are nasd), and infixed pluras (n-al-iar) show a
different pattern (vowels are nasa in non-nasal context). These two patterns are produced
by distinct subgrammars of Sundanese.

Consider a smple serid mode, in which morphologically-smplex words are
derived at level 1, and complex words are produced at level 2.50 The canonica pattern of
nasal harmony is generated at the first leve of derivation by the ranking *NVORAL >>
*VNAS >> IDENT[NAS]. This level 1 ranking derives smplex words with nasa vowes in
nasal contexts and oral vowels elsewhere from inputs that are rich in noncontrastive vocdic
nasality. Possible inputs /niar/, /jiiar/, [niar/ and /pidr/ converge on the optima output
[iiar] in (64.i), and possible inputs /dvhxys/, /d¥hys/, /dyh¥s/ and /d¥h¥s/ converge on the

optimal output [dxvhys] in (64.ii). Only one possibleinput is shown in each tableau.

(64) Leve 1 *NVORAL >>*VNAS>> IDENT[NAS]

0]
/Jliar/ *NVoraL | *Vnas |DENT[NAS]
a piar x|
b, & piar * % * %

(i)
/d¥h¥s/ *NVoraL | *Vnas |DENT[NAS]
a & dyhys *x
b. d¥h¥s *x

50 Further refinements of serial OT can beimagined. For instance, some morphologically complex words
could be evaluated at level 1 or level 3, rather than at level 2.
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This is of course the same ranking established in the analysis of alophonic harmony
presented in §83.2. The differenceisthat here faithfulnessis not relativized to different types
of correspondence relations. In the serial theory there is only input-output mapping
(although some inputs may be outputs), so there is only one faithfulness constraint,
IDENT[NAS].

The optimal outputs produced at level 1 can be concatenated with an affix and input
into a second level of derivation. IDENT[NAS] is promoted at level 2, moving up to a
position aove *VNAS, so tha the levdl 2 ranking selects optima overgpplication of
nasalization in the infixed pluralsin (65i). But IDENT[NAS] till ranks below *NVORAL a
level 2, and normal application is optimal in words with nasal affixes, as in (65ii). Thisis

the same position in the hierarchy held by OO-IDENT[NAS] in the transderivational analysis.

(65) Leve 2 *NVORAL >> IDENT[NAS] >> *VNAS
0]
laR/ + []ﬁér] *NVoRra | IDENT[NAS] *VNnAs
L
a n-al-iar *1 *x
b. n-al-iar *| **
C. n-al-iar x| *
d. = n-al-iar * * ok x
(ih)
fum/ + [dvh¥s] *NVora | IDENT[NAS] *VNAS
L
a  d-um-vhys *|
b. = d-um-¥h¥s * *
c.  d-im-vhys *| * *
d. d-Um-¥h¥s *okk | * K%

The tableaux in (65) select the correct outputs. In (i) the ranking IDENT[NAS] >> *VNAS
selects overapplication, and in (i) *NVORAL >> IDENT[NAS] generates normal application

of nasa harmony. Of course it is crucid that the IDENT[NAS] constraint compares the
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candidates with the input to level 2, which consists of the affix plus the surface form of the
base that was output from level 1.

Like Lexica Phonology, serial OT models misapplication in paradigms by deriving
morphologically-complex words in a series of steps: an unaffixed word is produced first
and an affixed version is produced laer, and the rules'rankings operative at each stage are
different. Seria OT therefore faces many of the same questions that Lexical Phonology
does: it has to decide how many levels coexist in a grammar, to what extent they differ, and
which morphemes are relevant at which level. There are of course some differences between
the theories. For instance, as long as OT is committed to mapping inputs onto licit output
forms, the first level in an OT grammar cannot output a bound root. And if a bound root
cannot be derived phonologically, a word created by affixation to a bound root cannot be
forced (by promoted faithfulness) to show misapplication identity effects. Another change
from traditiona rule-based cyclicity is that serid OT enforces faithfulness directly, by
constraints, rather than by inactivity or nonapplication of rules (see fn. 48). But serid OT
does not demand paradigmatic faithfulness per se, and the IDENT[NAS] in (65) does not
distingush between inputs that are lexical forms and inputs that are output from an earlier
leve of derivation. The fact that the plura word is like the singular's surface form is
epiphenomenal; no formal connection is made between their morphological relation and
their phonological similarity. Related words are similar because they are derived in seria
order, and faithfulness is promoted at level 2.

Like traditiond rule-based cyclic or dtratal theories, seria OT sees paradigmatic
identity effects as essentially accidental phenomena, produced passively by the seria
derivation of morphologically-complex words. And like rule-based cyclicity, the OT
version paysa price for its serialism; without further stipulation, serial OT predicts a large
number of unattested grammars. In §3.5.4.2 | show that minimal re-ranking of constraints
at different levels of derivation produces some highly unlikely surface patterns. In addition

toitstypologica problems, serial OT is internally inconsistent in that it cannot support the
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Richness of the Input corollary of the theory. By promoting faithfulness constraints a level
2, serid OT predicts that materid input into the system a levd 2 is not rich in

noncontrastive properties, as discussed below.

354.1 Seria OT Cannot Maintain the Richness of the Input Principle

As shown, serid OT models misapplication identity effects by reranking a
faithfulness congtraint a a second level of derivation: in Sundanese, IDENT[NAS] is
promoted over *VNAS. This entails that inputs to levd 2 are not rich in predictable
properties. In the Sundanese case it has to be stipulated that vowels in affixes are
underlyingly oral, asin (65). If affixes are alowed to have underlyingly nasa vowels, as in
(66), the level 2 ranking produces the wrong results. In (66.i), the plural marker /aR/ is
prefixed to avowel-initia root, and in (66.ii) /im/ isinfixed after an oral consonant. These
affixes are introduced at level 2 in their lexical or underlying forms; thet is, they have not
undergone any previous derivation. Since nasdlity is not contragtive, the vowes in lexica
forms should be allowed to vary between orality and nasality. Theinput affixesin (66) have
nasal vowels. Theinput stems are the outputs selected at level 1.

(66) The Wrong Result from Rich Affixal Inputs
Leved 2 *NVORAL >> IDENT[NAS] >> *VNAS
0]
/aR/ + [ayim] *NVora | IDENT[NAS] | *VNas
L
a ar-ayim *1
b. & ar-ayim *
(it)
[im/ + [dyh¥s] *NVoRra | IDENT[NAS] *VNAs
L
a d-um-¥h¥s *Hx] **
b. 6 d-im-¥h¥s * xRk
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High-ranking IDENT[NAS] produces nasal vowels in the &ffixes, even though the affixes
surface in oral contexts, and thisis not correct. Affixal vowelsin Sundanese conform to the
canonical nasality pattern, and are nasal always and only post-nasally.

If serid OT is committed to the output-orientation of the standard theory, it must
somehow require affixes and other materia introduced at later levels to have ther
noncontrastive features fixed in their lexica forms, contra the Richness of the Input
principle. Thetransderivational theory, on the other hand, maintains OT's entailments about
the lexicon by assuming that 10-correspondence and OO-correspondence relations coexist
inthe paradigm. The affixal vowe in [dyhys d-um-¥h¥s] does not correspond to any
base vowd, so high-ranking OO-IDENT[NAS] is irrdlevant to it. The other faithfulness
congtraint, 10-IDENT[NAS], ranks below the markedness hierarchy *NVORAL >> *VNAS,
so the affixal vowd is nasal aways and only post-nasally, no matter what its lexica form
presents (see tableau (56), where the affix'sinput has anasal vowe).

This argument againgt serid OT can be stated more generaly: the theory has
difficulty relating level 2 material with underlying forms. When faithfulness is promoted a
levd 2 (to induce a misgpplication or "cyclic' effect) materia that undergoes leve 2
derivation only cannot be underlyingly rich in noncontrastive features, as set out above.
Moreover, materia that undergoes level 1 derivation has no link to its lexica form in the
level 2 phonology. The candidatesin (66) have to be faithful to the surface form of the base
(the level 1 output), and not to the underlying form. This predicts that an affixed word is
never more faithful to the underlying form than the base word is, but this situation is in fact
common; for example, in cases of stem-fina deletion (English damn  damnation) the
affixed word realizes materia that is not present in the level 1 output. Seridists can work
out solutionsto this problem — e.g., some affixed words could be derived at level 1 or level 3
— but the growing apparatus begins to outweigh the elegance of the serial word formation
moded. | return to this argument in discussion of a serid OT andysis of cluster

simplification and stress in English word formation (85).
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3542  Typological Predictions of Serial OT

Like any theory of derivationa levels serid OT alows a potentialy unlimited
number of subgrammars which may differ from one another maximally. | leave aside the
question of how many levels are possible; Sundanese appears to reguire just two levels. |
focus here on the extent to which the levels of derivation may differ, and show that with
minima re-ranking of constraints, a two-level seridd OT grammar can produce an unlikely
variety of phonological patternsin the same language.

As set out above, seridl OT models misapplication by re-ranking faithfulness
congtraints; in Sundanese, IDENT[NAS] is bottom-ranked at level 1 and promoted at level 2.
Promotion of faithfulness is the key to serid OT analyses of cyclic effects — in fact it is
only faithfulness, and never markedness, that changes its ranking position between levels.
In their study of Japanese vocabulary strata, 1t6 & Mester (1995) propose that OT
subgrammars are universally restricted such that they may differ only in the rank of
faithfulness constraints. Markedness rankings are fixed across the grammar. But this is
simply astipulation, that does not follow from anything else in the subgrammar theory. |f
re-ranking between levels is possible at dl, it is unclear why faithfulness constraints are
mobile and markedness constraints are not.

Consider what happens if markedness constraints are re-ranked at different levels of
derivation. Imagine alanguage like Sundanese, with the same leve 1 ranking, but with the
rank the markedness congtraints reversed at level 2. Actudly, two possible languages have
to be considered, since IDENT[NAS] be ranked above or below the markedness constraints &
thelater level. InLanguage A, IDENT[NAS] islow-ranking at level 2.

(67) Possible Language A
leve 1 *NVORAL >>*VNAS>> IDENT[NAS]
leve 2 *VNAS>>*NVORAL, IDENT[NAS]

In possible Language B, IDENT[NAS] is high-ranking at level 2.
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(68) Possible Language B
leve 1 *NVORAL >>*VNAS >> IDENT[NAS]
leve 2 IDENT[NAS] >>*VNAS>>*NVORAL

These two possible languages differ minimally from Sundanese, but they produce very
different surface patterns.

Language A hasthe samelevel 1 ranking as Sundanese, so it has the same canonical
nasal harmony pattern in unaffixed words. These simplex outputs can be concatenated with
affixes and input into a second level of derivation, where the markedness ranking is
reversed. Because the top-ranked constraint at level 2 is *VNAS, dl outputs of leve 2
contain oral vowels exclusively. Three tableau are presented in (69) to show each of the
relevant structural configurations. In tableau (i), infixation of the plural marker after a root-
initial nasal means that the base's vowels are post-nasal but the derived word's vowels are
not. In tableau (i), the plural marker is prefixed, and al vowels are in ora contexts. In
tableau (iii), infixation of the nasal affix /um/ entails that the derived word's vowels are post-

nasal and the base's vowels are not.

(69) Language A Low-ranking IDENT[NAS] at level 2

0]
/aR/ + [piar] *VNAS *NVoraL IDENT[NAS]
a < np-al-iar * *
b. n-aldar x| *
C. n-al-iar *1 ST
d. n-aldar xRk *

(i)
/aR/ + [ayim] *VNAS *NVoraL IDENT[NAS]
a & ar-ayim *
b. dr-ayim *1

(iii)
fim/ + [dxyhys] *VNAS *NVoraL [IDENT[NAS]
a @ d-um-vhys ** *
b. d-um-¥h¥s * x| D03
C d-am-vhys *1 * *
d. d-Um-¥h¥s x| **
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In every case, top-ranked *VNAS dictates the optimal result, banning al nasal vowels. It
makes no difference whether the output vowels are in an oral or a nasa environment;
*VNAS >>*NVORAL prohibitsall nasal vowelsin outputs of level 2. It also doesn't matter
what the output of level 1 presents, or what the lexical forms of the affixes are. Top-ranked
*VNAS demands oral vowels.

If dl unaffixed words are derived at level 1, and al affixed words are evaluated &t
levd 2, then Language A produces the pattern in (70), with canonica nasal harmony in
unaffixed words, and no nasal vowels at al in affixed words. This is strange, and unlikely
to be attested in natural language.

(70) Results: Language A

Grammar level 1 *NVORAL >>*VNAS>> IDENT[NAS]
level 2 *VNAS>> *NVORAL >> IDENT[NAS]

Results description
« Unaffixed words show canonical

Juiar n-al-iar nasal harmony. Affixed words have
ayim ar-ayim no nasal vowels at all.
dyhys d-um-vhys

In aprocedurd terms, nasal vowels derived by nasa harmony at level 1 are denasdlized, and
nasal harmony failsto apply at the second level of derivation. Obvioudy, unaffixed words
must not be fed through the level 2 subgrammar — if they were, there would be no nasal
vowelsin any surface form.

Possible Language B differs from Language A in the rank of faithfulness at level 2.

(7)) Possible Language B
leve 1 *NVORAL >>*VNAS >> IDENT[NAS]
leve 2 IDENT[NAS] >>*VNAS>>*NVORAL

Because IDENT[NAS] is highly-ranked at level 2, affixed wordsin Language B are faithful to
the vowels presented by the output of leved 1, and they are aso faithful to the vowes
presented in thelexical forms of affixes. The vowels output by leved 1 are predictable; they

show the canonical nasal harmony pattern. But the vowelsin the input forms of affixes are
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not predictable, since the affixes have not undergone level 1 derivation. Vowels in the input
form of affixes can be either oral or nasdl.

Consider what Language B generates if vowels in affixes are underlyingly oral.
Again, three cases are presented: (i) infixation after a root-initial nasa consonant, (ii)

prefixation, and (iii) affixation of amorphemewith anasa init.

(72) Language B High-ranking IDENT[NAS] &t level 2, ord affixes

0]
[aR/ + [jiiar] IDENT[NAS] *VNAS *NVoRraL
a n-al-iar x| *
b.= n-aldar * *
C. n-al-iar *ork| *
d. n-aldar *1 i

(ih)
/aR/ + [ayim] IDENT[NAS] *VNAS *NVoRAL
a & ar-ayim
b. dr-ayim *1 *

(iii)
fum/ + [dxhys] IDENT[NAS] *VNAS *NVoraL
a & d-um-vhys *
b. d-um-¥h¥s ** | **
C. d-Um-vhys *1 * *
d. d-Um-¥h¥s *xx| * ok

Intableau (i) thelevel 2 ranking selects (b) [p-al-iar], with nasal vowels in an ora context
and an oral vowel in nasal context. This could be called a "backwards application” pattern,
because it isthe reverse of the canonical pattern shown by the language's unaffixed words.
In tableau (ii) the level 2 grammar produces an oral vowed in an ora context. But it is
faithfulness, not markedness, that demands this: the *VVNAS constraint responsible for
orality in level 1 outputs is demoted and irrdevant a level 2 . In tableau (iii) the ranking
produces underapplication: post-nasal vowels are not nasa in the affixed word because the

corresponding vowels are not nasal in the unaffixed word.  Identity-driven underapplication
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isof course attested, but in hypothetical Language B underapplication occursonly in certain
affixed words, while others show the canonical pattern and "backwards application".

The grammar produces different results if the input forms of affixes have nasa
vowels in them. The tableaux in (73) show the patterns produced if affixal vowels are
underlyingly nasal. Since IDENT[NAS] istop-ranked at level 2, affixed words are optimally

faithful to the vowels that are input into the level 2 subgrammar.

(73) Language B High-ranking IDENT[NAS] at level 2, nasal affixes
0]
/aR/ + [iiar] IDENT[NAS] *VNAS *NVoRAL
a n-al-iar *okk| *
b. n-al-ar *1 ** *
C. n-al-iar x| *
d. @ np-aldar *xx
(i)
/aR/ + [ayim] IDENT[NAS] *VNAS *NVoRraL
a ar-ayim *1
b. = ar-ayim *
(iii)
fim/ + [dvhys] IDENT[NAS] *VNAS *NVoRaAL
a d-um-vhys *1 *
b. d-um-¥h¥s xRk **
c. @ d-um-vhys * *
d. d-im-¥h¥s **| * &%

If affixes are assumed to have nasa vowels in their lexica forms, the levd 2 ranking of
Language B produces optimal overapplication of nasa harmony in (i), just like Sundanese.
But note that here the infixal vowe in [p-al-iar] is nasalized by IDENT[NAS], and not
*NVORAL —that is, theinfix's vowel is nasal because the input happens to be nasal and not
because this vowe follows a nasal consonant. Similarly in tebleau (i), a nasa vowd

surfaces because it is nasal underlyingly, and even though the vowd appears in an ord
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context. In (iii), the grammar produces a "backwards application” pattern, with a nasa
vowel in oral context and oral vowelsin nasal context.

If IDENT[NAS] is high-ranking at level 2 affixed words are faithful to input vowes,
whether these vowels are presented by outputs produced at level 1 or by lexica forms of
affixes. Vowels presented by level 1 outputs are fixed by the level 1 subgrammar, but
vowds in the lexicd forms of affixes may vary between oral and nasa alophones.
Depending on what affixal vowelsareinput into level 2, Language B generates the patterns

summarized in (74).

(74) Results: Language B
Grammar leve 1 *NVORAL >>*VNAS>> IDENT[NAS]
level 2 IDENT[NAS] >> *VNAS>> *NVORAL

i. affixa vowelsareord ininputs

Results description
L - « "backwards application”: oral vowelsin
jiar N-al-iar nasal context, nasal vowelsin oral context
ayim ar-ayim * expected result
dyhys d-um-vhys ;1 :sgcli%roaﬁtgl {:atlon: oral vowelsin post-
ii. affixal vowelsarenasal ininputs
Results description
o al4a « overagpplication: nasal vowelsin oral
juar n-al-iar context
. = . « overapplication: nasal vowelsin oral
ayim ar-ayim context
~ « "backwards application”: oral vowelsin
dvhys d-im-vhys nasal context, nasal vowelsin oral context

No matter what assumption is made about input vowels, the Language B grammar produces
the "backwards' application pattern, in which unaffixed words show canonica nasa
harmony, and affixed words show the opposite pattern. This is a clearly undesirable
consequence of re-ranking at serially-ordered derivational levels.

In sum, the hypothetical Languages A and B differ minimally from Sundanese, but

produce very different results. Like Sundanese, Languages A and B have just two levels of
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derivation, and only three constraints are considered. But alowing even simple ranking
reversals between levels can make quite a large difference in the surface patterns produced.
The transderivational model is naturally much more restricted in its typologica predictions.
Inter- and intra-language variaion is limited because a grammar consists of a single tota
ordering of constraints. Different types of faithfulness constraints coexist in the hierarchy,
producing dl and only the attested patterns. underapplication, overgpplication and normal
application. The "backwards application” pettern is impossible to produce, because
markedness rankings cannot be reversed.

In its empirica predictions, the transderivationa theory proposed here resembles a
serial OT model that stipulatesthat only faithfulness constraints can re-rank between levels
(and faithfulness is always promoted, rather than demoted, &t later levels (see 85.7.2)). By
recognizing distinct types of faithfulness constraints, TCT obviates the re-ranking analysis.
No stipulation is required to prevent markedness reversdls; it smply follows from the basic
premises of the proposal.

As discussed earlier, serialism in word formation has two functions: (i) it allows
outputs to be faithful to other outputs (instead of to the underlying form) and (ii) together
with a "no look-ahead" provision, it enforces the PRIORITY OF THE BASE generdization,
preventing a less-complex word from violating canonical generaizations in anticipation of
later morphological derivation. In effect, [dyhys] does not surface with nasal vowels
because it is unaware that /um/ will be introduced and faithfulness will be promoted a a
later level of derivation. In TCT, the seridlism'sfirst job is taken over by the constraints on
an OO-Identity relation, and the second falls to the recursive evauation mechanism.
Recursion enforces the base's priority as ranking priority, rather than as "no look-ahead"
seridism. Thus, the base of the paradigm [ dyhys  d-um-¥h¥s] has ora vowels, not

nasal ones, because back-copying overapplication is prohibited by the recursive evaluation.
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36  Summary

The Sundanese case study shows that paradigmatic OO-Identity constraints are
distinct from 10-Faith requirements but ranked in the same grammar. The markedness
ranking isfixed, and two sets of faithfulness congtraints are interleaved in it.

Overapplication of nasal harmony is sensitive to phonological context: paradigmatic
identity is satisfied, unlessthis entailsredlizing an oral vowel in a post-nasal context. OO-
IDENT[NAS] ranks above the *VNAS ban on nasal vowels and forces overapplication of
nasalization in ora contexts, but it ranks below *NVORAL, so thereis norma application of
nasalization in nasal contexts. 10-Faith interacts with this same *NVORAL >> *VNAS
hierarchy: with 10-IDENT[NAS] ranked below the markedness constraints, the canonical
nasal harmony pattern is produced from rich input representations. Because both types of
faithfulness constraint interact with the same fixed markedness ranking, the Sundanese case
is evidence that |O-Faith and OO-Identity are part of the same grammar.

This chapter also devoted some space to comparison of the transderivationa
analysis with various dternaives, particularly the more familiar serid model of word
formation. | argued that a number of complications in the serial account support TCT's
pardld dternative. Inthis dicussion only a very simple serial grammar was considered, in
which al simplex words are derived a one level and adl complex words are derived a

another. Various enrichments of the basic serial model are discussed in following chapters.
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CHAPTER 4
TIBERIAN HEBREW

4.1  Introduction

Phonology failsto apply where expected — it underapplies — to achieve paradigmatic
identity in Tiberian (Masoretic) Hebrew. This case study focuses on two phonological
processes, epenthesis into complex syllable margins and post-vocalic spirantization, that
interact with two kinds of morphologica truncation, final-vowel truncation in jussives and
second person feminine singular (2fs) stems and initia-CV truncation in imperatives.51
Epenthesi's prevents tautosyllabic consonant clusters and spirantization affects post-vocaic
stops everywhere except in certain truncated words, where epenthesis and spirantization are
blocked. These are underapplication identity effects, phonology fails to apply so that the
truncated output is more similar to its non-truncated base. Like overapplication,
underapplication is produced by high-ranking constraints on an OO-correspondence
relation between two output words.

In underapplication, an alternation fails to apply in a derived word because it is not
conditioned initsbase. Consider the Tiberian Hebrew epenthesis facts. Complex syllable
margins are avoided by epenthesis generally in the language, which means that a constraint
against complex margins dominates a constraint against epenthess.  The ranking
*COMPLEX-CODA >> |O-DEP prevents complex codas in optimal input-output pairings.
Coda clusters do occur, however, in jussive and 2fs stems, which are formed by find-V
truncation. Epenthesis is expected but it fails to apply, or underapplies, in the truncated

wordsin (75).52

51 | do not develop atheory of truncatory morphology. It makes no difference how truncation is effected
(e.g., by an abstract truncation morpheme in an item-and-arrangement theory, or as a subtractive operation in
an item-and-process view) as long as truncation, like other kinds of morphological derivation, triggers a
ghonological relation between the truncated word and its base.

2 Inthese and all subsequent data, periods mark word-internal syllable boundaries.
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(75) Underapplication of Epenthesis

Imperfective Base Truncated Jussive
yis.be yisb *yi.sef 'take captive
yid.te yidt *yi.ped ‘besimple
yeés.te yest *yg.5ed drink’
yis.te yest *yé.Set 'turn aside
1sg. Base Truncated 2fsVerb
ka.0af.fi ka.faft *ka.0a.fed Ilyou (f) wrote!
ka.rat.ti ka.ratt *ka.ra.te® ‘Ilyou (f) cut off'

Because epenthesis underapplies, the jussive and 2fs stems are identica to their bases
(minus the morphol ogically-suppressed final vowel). If the constraint against coda clusters
were satisfied by epenthesis, OO-Identity would suffer: the derived word would contain a
segment without a correspondent in the base. In optima paradigms, identity takes
precedence over the ban on complex codas.

The ranking logic runs as follows. The suboptimal paradigm with epenthesis
*[yisbe yiSef] satisfies * COMPLEX-CODA but violates OO-DEP because one segment
in the derived word has no base correspondent. The optimal paradigm [yisbe  yisb]
satisfies OO-DEP (all segmentsin the derived word correspond to a base segment) but has
a complex coda. The ranking must be OO-DEP >> *COMPLEX-CODA. Putting this
together with the ranking that induces epenthesis generaly in the language, the
underapplication hierarchy is OO-DEP >> * COMPLEX-CODA >> |O-DEP.

In underapplication, paradigmatic identity blocks a phonological process. An OO-
Identity constraint conflicts with and forces violation of the markedness constraint
responsible for the process. The underapplication ranking is a more articulated version of
the overapplication hierarchy.

(76) Underapplication OO-Identity >> M >>|O-Faith
Overapplication OO-Identity, M >>10-Faith

In overapplication, no ranking can be established between OO-Identity and the markedness
congtraint that drives the phonology because they do not conflict; both are satisfied by
optimal overapplication. Inthe Sundanese case, overapplication of progressive nasalization

in [niar naliar] satisfies both OO-IDENT[NAS] and the spread-inducing constraint
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*NVORAL. Underapplication, in contrast, results when OO-Identity forces violation of an
dternation-inducing markedness constraint, as OO-DEP demands a * COMPLEX-CODA
violation in Tiberian Hebrew. Logicdly, then, underapplication is less harmonic than
overapplication, because underapplication entails violation of high-ranking markedness and
overgpplication does not. Faced with a choice, the grammar should aways choose
overapplication.  For underapplication to be optimal, something has to rule out the
overgpplication dternative.

Underapplication is made possible by evaluating each member of the paradigm
separately against a recursive constraint hierarchy. When the derived word in a paradigm
conditions a phonological process and its base does not, there are two ways to satisfy
paradigmatic identity: (i) by underapplication of the process in the derived word, or (ii) by
overapplication of the process in the base. Recursive evauation eiminates the second
option. The base aways conforms to canonica patterns because it is evauaed by a
dominant recursion of the constraint hierarchy. Paradigms with non-canonical phonology
in the base are diminated from competition by their high-ranking violations.
Overapplication in the base is impossible, and underapplication in the derived word wins.
Analyses of the underapplication patterns in Tiberian Hebrew demonstrate the crucia role
played by the recursive evaluation of paradigms.

Not dl jussve and 2fs stems show undergpplication of epenthesis. In (77)
epenthesis applies normally and paradigmatic identity is disrupted.

77) Epenthesis Applies Normally in Truncated Words

Imperfective Base Truncated Jussive
yiy.le yi.yel *yiyl uncover'
yif.ne yi.flen *yifin ‘build'
yif.ze yifez *yifiz ‘despise’
yis.q8 yi.8a¥ *yise ‘gaze
1sg. Base Truncated 2fs Verb
Sa.ma¢.fi Sa.ma.fat *Sa.maSt ‘Ilyou () heard'
Sa.lah.fi $a.la.hat *3a.lahit ‘Ilyou (f) sent'
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The difference between these paradigms and the underapplicationa paradigmsin (75) is the
composition of the stem's consonant cluster. |If the consonant sequence in the base has a
leve or faling sonority profile, as in (75), epenthesis underapplies and the truncated word
surfaces with acomplex coda. But if the base's consonant sequence risesin sonority or is a
guttural-obstruent  sequence, as in (77), epenthesis is optimal. Thus, epenthesis
underapplies in truncated jussive/2fs stems unless underapplication would produce a
highly-marked coda cluster, one with a rising sonority profile or a non-final guttura
consonant.

The OO-Identity constraint against epenthesis, OO-DEP, is violaed in (77) under
domination by markedness constraints. The rising-sonority cases show that it ranks below
asonority sequencing constraint, SON-CON ("codas do not rise in sonority"). Some coda
clusters are possible in truncated words (because OO-DEP >> * COMPLEX-CODA) but only
a subset of possible coda clusters, the least-marked ones, are tolerated (because SON-CON
>> O0-DEP). This limitation on underapplication is The Emergence of the Relatively
Unmarked (TETRU). Like The Emergence of the Unmarked (TETU) in reduplication
(McCarthy & Prince, 1994a), TETRU is the emergence of lesssmarked structure generated
by ranking two different types of faithfulness in a markedness hierarchy (see §4.3.2).
Epenthesis between guttural glides and following obstruents is different, because these
sequencesfal in sonority and do not violate SON-CON. Epenthesis is forced in these cases
by a CODACOND against gutturals, a constraint that is active across the language (McCarthy
& Prince, 1993b; see §4.3.3).

The Tiberian Hebrew epenthesis facts entail arelatively complex interaction between
paradigmatic identity and phonologica markedness. OO-lIdentity takes precedence over
some markedness requirements (OO-DEP >> * COMPLEX-CODA), but it is dominated by
others (SON-CoON, CODA-COND >> OO-DEP). As a result, epenthesis applies in truncated
words only under specia circumstances, to avoid the most highly-marked coda clusters.

Also, it is clear from this case that words in paradigms respond to the same phonotactic
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restrictions as other words. epenthesis between guttural-obstruent sequences is just the
normal repair of CODACOND violations seen throughout the language, and epenthesis in
rising sonority clusters reflects the universal preference for level and falling sonority codas.
As members of paradigms truncated words are subject to OO-Identity constraints, but
otherwise there is nothing specia about their derivations. In particular, they are subject to
the same markedness hierarchy that rules al Tiberian Hebrew words.

When epenthesisisforced by either SON-CoON or the guttural CODACOND, another
identity effect occurs: the underapplication of post-vocalic spirantization. Post-vocdic stops
are generally prohibited in Tiberian Hebrew, and spirants appear instead. But in truncated
jussive and 2fs stems, post-vocdic stops are forced by a high-ranking OO-Identity
constraint. Failure to spirantize achieves perfect identity of correspondent segments in
truncation paradigms: the corona stop in the 2fs stem [Samafat] 'you (fs) heard is
identical to its correspondent in the base [Sama¢fi] 'l heard', even though the stop is post-
vocdic in the 2fs form. As in dl underapplication patterns, phonology is blocked in a
derived word becauseit is not conditioned in its base.

This Tiberian Hebrew case shows that paradigmatic identity is not an al-or-nothing
proposition. In paradigms like [$ama$fi ~ $amafat] identity is violaed aong one
dimension, by the epenthetic vowe, but a different dimension of faithfulness emerges, and
post-vocalic spirantization underapplies. This suggests that identity in paradigms is
regulated in the same way that input-output faithfulness is regulated: by separate evaduation
of each variable property of two corresponding representations.

The bulk of this chapter is devoted to the underapplication patterns in jussive and
2fs truncation paradigms.  These are not, however, the only truncations in the language.
Imperative stems are formed by suppression of theinitial CV of the related imperfective. As
shown in (78), epenthesis and spirantization apply normaly in imperative paradigms,
disrupting identity of related words.
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(78) Imperative Truncation

Imperfective Base Truncated Imperative
yix.tof ko.00f *Xtof ‘write
yis.ma¢¥ So.ma¥ *Sma¢¥ "hear'
yis.haq sa.hiaq *shaq 'laugh’
yil.mao lo.mad *1mad learn’

Epenthesis and spirantization apply where they are properly conditioned: al tautosyllabic
clusters are avoided by epenthesis, and spirants appear aways and only post-vocalically.
The phonology proceeds normally, even though it compromises identity in paradigms. This
means that OO-Identity constraints on imperative truncation rank lower than the
markedness constraints that drive epenthesis and spirantization.

Together, the two classes of truncations present aranking paradox. OO-ldentity has
to be high-ranking to force underapplication in jussive/2fs truncation (OO-Identity >> M)
but low-ranking to alow normal gpplication in imperative truncation (M >> OO-Identity).
My proposal is that each class of truncation invokes a distinct OO-ldentity relation. As
discussed earlier, morphologica derivation is subcategorized by an OO-correspondence
relation. Each morpheme or morphologica operation is lexicaly marked for an OO-
correspondence relation in the same way that it is lexicaly marked as a prefix or suffix, or
for its selectiona restrictions. The Tiberian Hebrew truncation morphology that forms
jussive/2fs stems triggers one correspondence relaion, cal it OO;-correspondence, while
imperative morphology is subcategorized by a distinct relation, OO,-correspondence. Each
relation is regulated by a full complement of identity constraints, which are distinct and
separately rankable. Phonologica differences between the two classes of truncated words
follow from the different rank of the OO-Identity constraints proper to each class. With
this further differentiation of faithfulnessrelations, al words are evaluated against the same
fixed constraint hierarchy, and the ranking paradox is resolved.

The rest of this chapter is organized asfollows. Section 4.2 introduces the class of
jussive/2fs truncation. The epenthesis patterns are discussed in 84.3, spirantization is

anadyzed in 84.4, and 84.5 summarizes the discussion of underapplication. In 84.6,
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jussive/2fs truncation is compared to imperative truncation to show that multiple OO-
correspondence relations coexist in Tiberian Hebrew. Serial dternatives to the TCT

analysis are considered in 84.7, and 84.8 reviews and concludes the case study.

4.2 Jussive/2fs Truncation

Two different categories are marked by truncation of a word-final vowe. Jussives
are formed by truncating the finad vowe of the imperfective (Prince, 1975) and second
person feminine singular (2fs) verbs are marked by suppressing the fina vowe of the
related first person stem. Jussives and 2fs stems not only bear the same kind of subtractive
morphology, they also pattern together phonologically. Both show underapplication of
epenthesis and post-vocalic spirantization.

Thejussivesin (79) fal into two groups. In (79a), the jussive stem isidentical to the
imperfective base minus its morphologically-suppressed final vowe. In (79b), identity
between the jussive and the imperfectiveis not as good —an epenthetic vowd appears in the
jussive, separating consonants that are adjacent in the imperfective base. The epenthetic

vowel is[€] (reduced to [9] in open syllables) or [a] next to aguttural.

(79) Jussive Truncation

Imperfective Jussive

a yis.be yisb 'take captive
yid.te yit ‘besimple
yes.te yest ‘drink’
yep.ke yefpk ‘Weep'
yis.te yest “drink’
ya$.qe yasq ‘cause to drink'

b. yiy.le yi.yel ‘uncover'
yif3.ne yi.fen "build'
tig.ne te.¢en ‘turn’
yif.ze yi.fez ‘despise’
yis.qe yi.sa¥ ‘gaze
not attested yi.had ‘rjoice’
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When epenthesis does apply, as in (79b), post-vocalic spirantizetion fails to apply, and
jussives surface with post-vocdic stops.53

Second person feminine singular (2fs) verbs fal into similar groups. Sometimes
epenthesis occurs in the 2fs stem (80b), and sometimes epenthesis underapplies, dlowing a
complex coda cluster to surface (80a). The 2fs stems aso show underapplication of post-

vocalic spirantization: stops that follow epenthetic vowelsin (80b) are not spirantized.

(80) Second Feminine Singular Truncation
First sg. (1s Second fem. sg. (2fs)
a ka.bap.ti ka.0aft ‘Ilyou (f) wrote
ka.rat.ti ka.ratt ‘Ilyou (f) cut off'54
First sg. (1) Second fem. sg. (2fs)
b. $a.maS.fi $a.ma.Cat ‘Ilyou (f) heard'
Sa.lah.fi 3a.la.hat ‘Ilyou (f) sent'

Some remarks on 2fs morphology are in order. According to Prince (1975:43-4, 56), 2fs
subjects are marked by the suffix /-i/ preceded by a stem augment /-t-/ or /-k-/ (the coronal
marks the subject of afinite verb, and the velar appears elsawhere). Both the suffix and the
augment surface word-medialy — for example, when the 2fs subject is followed by object
agreement, asin [koBaffim] 'you (fs) wrote to them' and [karatfim] 'you (fs) cut them (m)
off' — but the suffixal vowd never appears in word-final position. The first person stems
show that there is no general ban on word-final long high vowels. For this reason, and
because of the underapplicational phonology in 2fs stems, Prince concludes that the 2fs
suffix /4/ is morphologically suppressed when word-final. As shown in (80), | propose

that 2fs verbs are truncated versions of first person singular (1s) stems.

53 Only one jussive stem in (79) ends in a stop [yiliad] 'rejoice’, and its imperfective base is
unfortunately unattested in the records of the language. The analysis predicts that the imperfective stem is
[yihdg], with a post-consonantal, non-spirant [d]. The truncated jussive undergoes epenthesis to bresk up
the consonant sequence, but it is faithful to its base's stop.

54 Tiberian Hebrew orthography does not distinguish geminates from non-spirant singleton stops, o it is
impossible to know whether the truncated word [karatt] ‘you (fs) cut off’ in (80a) endsin a geminate or a
singleton [t]. If it endsin a geminate, it shows underapplication of degemination at word edges, a process
observed elsewhere in the language. |f degemination applies and this word ends in an ordinary stop, then it
shows underapplication of post-vocalic spirantization, a process expected in singleton (but not geminate)
stops. Under any analysis, some phonological process (epenthesis, degemination or spirantization)
underappliesin the 2fs stem [karatt] under the force of OO-Identity constraints.
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Naturally, Prince does not consider a relation between the 2fs stem and the 1s form.
In the rule-based theory current in 1975, the deviant underapplicationa phonology of 2fs
stemsis aby-product of rule ordering: Prince posits a late 2fs truncation rule, ordered after
segholation (the general epenthesisrule) and spirantization (see 84.7). Since misapplication
follows from ordering, no connection is made between the intermediate (post-spirantization
but pre-truncation) stage of the 2fs derivation [kafap-t-i] and the homophonous first
person output [kaBaffi].

The core of the transderivational proposal is that phonology underapplies in 2fs
stems because they are phonologically related to an output base word which does not itself
condition the aternation. The first person singular (1s) stem is the base of 2fs truncation
becauseit is the independent word identified with the string that undergoes truncation. In

other words, the 1s stem is the output expected if 2fs truncation did not take place.

(81) 2fs TruncationSS
00;-I dentity
[ka.0ap.fi] > [ka.0aft]
N n
[katab-fi/ 'l wrote /katab-fi-TRUNC=s/ ‘you (fs) wrote

This phonological paradigm raises questions about the morphologica relation between
thesewords. In derivationa systems, the base of a phonologica relation typicaly consists
of asubset of the morphemes that appear in the derived word. In the case a hand, a subset
relation may or may not hold. The question is whether the /i/ sequence in the UR of each
word in (81) is the same morpheme. Prince's analysis of 2fs morphology as a vocdic
suffix plus a consonantal augment suggests that the /fi/ strings are not morphologically
identical (although Prince does not explicitly discuss the 1s marker). However, some
evidence suggests that the /€i/ strings are related: like 2fs marking, the 1s suffix shows

coronal/velar alomorphy (the velar aternant shows up in the 1s free pronoun [?andki]).

55 The stop/spirant alternation shown in (81) is analyzed in §4.4. (Infact, obstruents in the input strings
may be either stops or spirants, since their [+cont] features are fully predictable from their surface
positions.) A number of other phonological processes shown in the data, such as the aternations in vowel
length, are not dealt with here.
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Oneline of analysis, suggested by McCarthy (p.c.), is that Proto-Semitic agreement had a
velar in 1s*[-ku] and a corona in 2fs*[-ti], and that the corond in the Tiberian Hebrew 1s
suffix is an extension of the 2fs morphology. It is plausible, then, that the /fi/ string in each
URin (81) is the exponent of the same morpheme.

Itisalso plausible that the expectation of a subset relation between derived word and
base is wrong, particularly in inflectiona morphology. Kraska-Szlenk (1995: 108ff)
presents a relevant case from Polish. The genitive of feminine diminutive stems show
misapplication of a vowe height dternation in order to be more like other feminine
diminutiveforms. A "raising rule" takes [0] in open syllablesto [u] in closed syllables. All
of the feminine diminutivesin (82) have ahigh vowel [u], even though the stem vowe in the
genitive plural isin an open syllable, and is expected to be mid [0].

(82 Polish Feminine Diminutives

‘cow’ Singular Plural
Nom. kr[ulw.ka kr[u]w.ki

Gen. krulw.ki kr[u].wek

Dat. kr[u]w.ce krfulw.kom
Acc. kr[u]w.ke kr[u]w.ki

Inst. kr[u]w.ka kr[u]w.kami
Loc. kr[u]w.ce kr[u]w.kach

Kraska-Szlenk proposes that misapplication of the raising rule in the genitive plura is
forced by a high-ranking ROOT-IDENTITY congtraint, which states that "[t]he root of every
noun has to be identical to the root of the Nominative singular of the same noun." Thus
closed-syllable-raising misapplies in the genitive plural [kru.wek] to make this word more
like the nominative singular [kruw.ka], where the high vowe is properly conditioned.56
These two words are not in a morphological subset relation: the nominative base [kruwka]
(< /kruw + k&) bears a suffix that does not appear in the genitive [kru.wek] (< /kruw + ek/).

To the extent that Kraska-Szlenk's analysisis correct, this case shows that two words in an

56 The relevant base is the diminutive nominative singular. The non-diminutive nominative singular
[kro.wa] has amid vowel in an open syllable.
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OO-correspondence relation need not be in a morphological subset relation.  Further
discussion of this point and other examples appear in 86 below.57

Return now to the focus of this introductory discussion, the similarities between
jussive and 2fs stemsin Tiberian Hebrew. Both are marked by final-V truncation, and both
show misapplication of the same phonologica processes under the same conditions:
epenthesis underapplies, producing a complex coda cluster, unless that cluster rises in
sonority or has a non-fina guttural, and post-vocalic spirantization underapplies on stops
that follow epenthetic vowels. Jussives and 2fs stems show the same surface patterns.
They are aphonological class.

It is tempting to say that jussive marking and (word-final) 2fs morphology are
homophonous, but neither has any phonological content of its own. Jussive and 2fs
marking might be usefully thought of as amorphological class because both are word-final
(suffixing) truncation processes. But by other morphological criteria they are not alike; for
instance, they mark unrelated categories (mood/voice and argument agreement). The most
sdient paralels between jussive and 2fs stems are phonological. Both subscribe to the
same phonotactic patterns, showing normal application of some phonological processes and
underapplication of others.

A phonological class can be defined solely in terms of faithfulness relations.
Words that enter into the same correspondence relations show the same surface patterns,
obeying and disobeying the same phonotactic constraints. Three broad phonological
classes of words can be identified in this way: simplex words (those that enter into 10-
correspondence only); affixed or otherwise morphologically-derived words (that require
OO-correspondence and |O-correspondence relations); and reduplicated words (which
involve 10- OO- and BR-correspondences). Within these three classes, further distinctions

can be made. Multiple |O-correspondences may be instantied to govern different classes of

57 An alternative to Kraska-Szlenk's analysis of Polish is possible: the diminutive genitive plural
[kru.wek] could be related by OO-correspondence to the non-diminutive genitive plural [kruw], which has
no overt agreement suffix. If thisis correct, a subset relation obtains.
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roots based on part-of-speech or etymology (see, eg., Fukazawa (1997) on Japanese
sublexicons). Similarly, various reduplicants in a language may subscribe to distinct BR-
correspondence relations and show variaion in size or shape, as demonstrated by
Urbanczyk (1995, 1996).

With respect to paradigmatic relations, a phonological class is a set of words that
bears morphology subcategorized by the same OO-correspondence relation. In English,
words with class 2 affixes show one set of surface patterns, and words with class 1 affixes
show another, because English affixes are subcategorized by distinct OO-correspondence
relations. Ranked differently in a fixed markedness hierarchy, faithfulness constraints on
each OO-relation produce different phonological patternsin each class of affixed words. In
the English case no reliable morpho-syntactic or etymologica criteria correlate with affix
classhood, and | argue in 85 that affixes are grouped arbitrarily into class 1 and class 2.
Similarly, Tiberian Hebrew jussive and 2fs arbitrarily comprise a phonologica class gpart
from other morphologically derived words of the language, because jussive and 2fs

paradigms are governed by the same OO -correspondence relation.

(83) Jussive Truncation
00j-1dentity
[yi%.be] > [yisb]
0 ™
lya-sbe/ lya-$b&-TRUNCy,¢/

Given their dissmilar functions, it seems unlikely that morphological features can
distinguish the jussive and 2fs categories from al othersinstantiated in the language. Thus,
aong with English, Tiberian Hebrew presents evidence that phonological classhood does
not require any etymological, morphologica, morpho-syntactic or other commondity
among its members.

Under the present proposal, arbitrarily many distinct faithfulness relations can

coexist in the same language. In the limit each morpheme in the lexicon can be associated
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with a unique correspondence relation.58  This freedom is constrained by learnability:
morphemes class together to limit the demands on the language learner. Nevertheless, a
single language may make use of a number of distinct OO-correspondence relations. In
Tiberian Hebrew, truncated imperatives behave differently from the jussive/2fs truncation
class, because imperative truncation is subcategorized by a distinct OO;-correspondence
relation (see §4.6). Other OO-relations are established by overt (non-truncatory) affixes,
for example, infinitives formed with the prefix /la/ mimic surface properties of imperatives
(see Prince, 1975; Wilson, 1996). However, the majority of overtly affixed words do not
misbehave phonologicaly to achieve identity with their unaffixed bases; they conform to the
canonical patterns of the language. | assume there is a general OOa-correspondence
relation (where "A" stands for affix) triggered by overt non-infinitiva affixes, and that the
OOp-Identity constraints on this relation are indistinguishable in rank from |O-Faith
constraints. Because OOa-ldentity constraints rank equally with their |O-Faith analogues,
simplex words and affixed words show the same surface patterns — the "canonica" patterns.

| return to discussion of phonological classhood in §4.6, where imperative
truncation and jussive/2fs truncation are compared. But first | develop analyses of the
misapplication identity effects in the class of jussive/2fs stems. 84.3 shows how OO
Identity constraintsinteract with the markedness constraints that drive epenthesis, and §4.4

analyzes the spirantization patterns.

4.3  Epenthesis
Word-final consonant clusters do not occur in non-truncated words of Tiberian
Hebrew.59 Two consonants that would otherwise be parsed tautosyllabicaly are separated

by epenthesis. A universd markedness constraint against coda consonant clusters,

58 |t is possible that jussive and 2fs morphology trigger distinct relations, but the OO-Identity constraints
on each relation have the same rank in the grammar. Since there is no evidence to the contrary, | make the
simpler assumption that jussive and 2fs truncation are associated with the same relation.

9 " Except in a handful of nouns.
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*COMPLEX-CODA, is high-ranking in the Tiberian Hebrew grammar, above the faithfulness
constraint that penalizes epenthesis, |O-DEP. These congtraints, along with the anti-deletion

constraint |O-MAX, areinformally defined in (84).60

(84) * COMPLEX-CODA “No more than one consonant may be parsed in a coda.”
IO-MAX “Every input segment has an output correspondent.”
10-DEP  “Every output segment has an input correspondent.”

Epenthesis is induced by * COMPLEX-CODA and 10-MAX ranked above |O-DEP. Coda
clusters are forbidden and deletion isimpossible, so epenthesis prevails.

Epenthesisin Tiberian Hebrew is demonstrated in (85) with the monomorphemic
word [seder] ‘book’, which is related to the input root /sipr/ (compare [si¢ri] ‘my book’,
in which the root’s consonant cluster surfaces intact in a heterosyllabic parse). In the
optimal output (85c) an epenthetic vowel breaks up the root's consonant cluster.61
(85) Epenthesisin Monomorphemic Words

* COMPLEX-CODA, |O-MAX >> |O-DEP

[sipr/ *COMPLEX-CODA |O-MAX | 10-DEP
a se¢r *1

b. sed *|

C. & se.der *

Candidate (853) is faithful to the input but fatally violates the constraint against complex
codas. Candidate (85b) fails to redize the root-final consonant and is eliminated by 10-
MaAX. Optimal (85c) satisfies both higher-ranked constraints by epenthesizing avowe and
violating |O-DEP. Complex codas are avoided by epenthesis because |O-DEP ranks below

*COMPLEX-CODA .62

60 Many languages treat onsets and codas differently. In Tiberian Hebrew, complex codas occur in
truncated words but complex onsets are prohibited absolutely. For present purposes | assume that onsets
and codas are regulated by different markedness constraints. Onset/coda asymmetries can also be analyzed in
% ms of positional faithfulness (Beckman, 1997; Lombardi, 1995a).

Insertion and deletion of vowels in Tiberian Hebrew is complex, and a full anaysis would go far
beyond the scope of this study. | take the underlying root in (85) from Prince's work. As noted earlier, a
number of phonological aternations are shown but not anayzed; these include the lowering and
lengthening of the vowel in (85).

Word-final consonant clusters are parsed tautosyllabically as complex codas; the last consonant is not
appended to a higher level of prosodic structure or parsed as the onset to a catalectic vowel. The effect of
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Truncated jussive and 2fs stems show a different pattern, tolerating some coda
clusters and prohibiting others. Epenthesis underapplies unless underapplication would
produce a coda cluster with arising sonority profile or a non-final guttural consonant. The
anadysis of this pattern is divided into three parts. Section 4.3.1 looks at the
underapplication that produces coda clusters with level or falling sonority profiles. Section
4.3.2 analyzes the normal application of epenthesisin rising-sonority sequences, and §4.3.3
addresses the cases with guttural-obstruent clusters. | show that the OO -DEP constraint on
truncation paradigms ranks higher in the grammar than its |O-Faith counterpart.
Specificaly, OO;-DEP ranks above * COMPLEX-CODA and below two other markedness
constraints, one that regulates sonority sequencing in syllable margins, and another that

bans guttural glides from coda position.

431 Underapplication of Epenthesis

Epenthesis fails to apply in truncated jussive/2fs stems between consonants with a
level or falling sonority profile. This observation isbased on a sonority scale that partitions
obstruents into two groups: from most to least sonorous, the scale is Vowel > Glide >
Liquid > Nasal > Fricative > Stop. In the example in (86), an epenthetic vowe does not
appear between a fricative and a less sonorous stop.  Epenthesis underapplies, and the

truncated word surfaces with acomplex coda.

sonority sequencing in truncated words suggests that this is correct. Candidate parses with appendices ae
ruled out by a high-ranking *APPENDIX constraint, and catalectic parses (if they are possible) ae
eliminated by a HEADEDNESS constraint against empty nucleii. Also note that epenthesis occurs root-
internaly, and not at the end of the word (*[sed.rs]), because a high-ranking ANCHOR constraint
demands alignment of root-edge material with a syllable edge (see §4.3.3).
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(86) 0Oj-Identity
[yis.be] > [yisb]
|O-Faith A A
lya-§be/ lya-$be-TRUNC/

In the base word, the consonant cluster is heterosyllabic, with the first consonant parsed as a
coda and the second parsed as onset to the word-final vowe. In the truncated word, the
root'sfinal vowel is morphologically suppressed, and the consonant sequenceis parsed as a
complex coda. Epenthesisis expected, given the general ban on complex codas, but it fails
to apply.

Underapplication of epenthesis in truncated words respects paradigmatic identity.
Because epenthesis underapplies, al segmentsin the truncated word have correspondents in
the base. If epenthesis took place and eiminated the coda cluster, an OO3-DEP violation
would result. Since epenthesisis not optimal, OO3DEP must outrank * COMPLEX-CODA.

Tableau (87) shows evaluation of the jussive paradigm [yis.bé  yiSb] 'take captive
againgt ranked recursions the Tiberian Hebrew hierarchy. Each word in the paradigm is
evaluated by one of the recursions; the base is evaluated against a higher-ranked recursion,
and the derived word is evaluated against alower-ranked recursion. In the candidates given
in (87), an epenthetic vowe appears between the root consonants in one, both, or neither

word in the paradigm.63

63 Tiberian Hebrew's stop/spirant alternation isignored in this tableau (see §4.4).

Also note that the imperfective base of jussive truncation is itself morphologically complex, bearing the
imperfective prefix [yi-] (underlyingly /ya/). The imperfective prefix triggers an OO,-correspondence
relation between the imperfective and a less complex base word (if any), so that the imperfective is
evaluated by both OO,-ldentity and 10-Faith constraints. These constraints are equally ranked, and
imperfectives show canonical surface phonology.
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(87) Underapplication: OOy DEP >> *COMPLEX-CODA >> |0O-DEP
candidate (a) [yi.8a.b€] [yi.Seb]
candidate (b) [yi.$8a.be] [yisb]
candidate (c) [yis.be] [yi.seb]
& candidate (d) [yis.be] [yisb]
Recursion (A)

lya-sbe/ OO;-DEP | *COMPLEX-CODA | IO-DEP | s>
a yi.5a.be *1
b.  yiSo.be *1
C. yis.be
d e yis.be
Recursion (B)
>> | /ya-8be-TRuNc/ OO,-DEP | *COMPLEX-CODA |O0-DEP
a. yi.Seb *
b yish * *
c. yi.Seb *1 *
d. e yish *

Candidate paradigms (87a) and (87b) violate |O-DEP in the dominant recursion; these
paradigms have less-than-optimal bases and are out of the running. Candidate paradigms
(87c) and (87d) satisfy al constraints in the upper recursion, so the competition between
them is decided by the lower-ranked recursion of constraints. There are no complex codas
in (87c), but this paradigm fatally violates the OO-ldentity constraint. The underapplication
candidate (87d) satisfies OO;-DEP by violaing lower-ranked * COMPLEX-CODA, and it is
optimal.

When a phonological process is properly conditioned in a derived word but not in
its base, high-ranking OO-Identity forces underapplication of the process. To preserve
identity in the paradigm, the markedness constraint that drives the processisviolated. There
is, however, a way to satisfy OO-Identity that does not entail a high-ranking markedness
violaion: in (87a8) both OO;DEP and * COMPLEX-CODA are satisfied by overapplying
epenthesis in the base of the paradigm. Recursion of the constraint hierarchy makes

underapplication possible by ruling out this overapplication competitor. Tableau (88)
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shows that a non-recursive evaluation generates the incorrect result. Both candidates satisfy
OO-ldentity, in that al segments (except the morphologically-suppressed vowel)
correspond to a segment in the related word. Candidate (88a) shows overgpplication of
epenthesisin the base, and (88b) shows underapplication of epenthesisin the derived word.

(88) Wrong Result from a Non-Recursive Hierarchy

/ya-sbe/  /ya-sbe-TRUNC/ | OO;-DEP | *COMPLEX-CODA | 10-DEP
aé yiso.be yi.Seb *
b. yis.be yisb *|

Non-recursive evaluation of paradigms can only produce the overapplication pattern (88a).
It will never select underapplication (88b), because underapplication violates the markedness
constraint that drives the process, while overapplication violates only low-ranking |O-Faith.

Nevertheless, if certain conditions hold —if a process is conditioned in the base but
not in the derived word and OO-Identity is high-ranking — underapplication is optimal. By
distinguishing where in the paradigm constraint violations are incurred, and assigning
greater cost to violations in the paradigm's base, recursion prevents the "back-copying”
overagpplication in (883), where epenthesis applies in the base just because epenthesis is
conditioned in the truncated word. In a recursive evauation, the base never deviates from
canonical patterns to satisfy an OO-ldentity requirement. The violations entailed by
misapplication are aways preferentialy incurred in the derived word, because the derived
word's violations are lower-ranked. Thisasymmetry, the priority of the base, is enforced as
ranking priority in the recursive system. Low-ranking 10-DEP can compel violation of
dominant * COMPLEX-CODA (so that (88b) bests (88a)) because the faithfulness violation is
fatally incurred in the word that has ranking priority in the recursive grammar.

Briefly review the results of this section. Underapplication of epenthesis in
jussive/2fs truncation paradigms is forced by a transderivational faithfulness constraint,
OO DEP, ranked above a markedness congtraint, * COMPLEX-CODA. This OO-ldentity

congtraint is distinct from the 10-DEP constraint on input-output relations, which ranks
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below * COMPLEX-CODA, as evidenced by the genera ban on complex codas and the
canonical epenthesis repair observed in the language at large. Coda clusters are possible in
truncated words because a faithfulness constraint proper to the OO-correspondence relation
in the truncation paradigm outranks the markedness constraint.

(89 Underapplication of Epenthesis ~ OO3DEP >> * COMPLEX-CODA >> |O-DEP
Asdiscussed earlier, only alimited set of coda clusters are permitted in truncated words: the
cluster must have the unmarked level or faling sonority profile expected of a syllable coda
A more specific constraint against rising sonority codas has to be satisfied, even a the

expense of OO-Identity, as set out below.

4.3.2 Rising Sonority Clusters: The Emergence of the Relatively Unmarked (TETRU)
Not dl truncated jussive/2fs stems show the underapplication effect. Epenthesis

applies normally, whereit is properly conditioned, if the base contains a consonant sequence

with a rising sonority profile.64 In (90), where the base contains a stop-liquid sequence,

epenthesis avoids a complex codain the truncated word.

(90) 00;-Identity
[yiyle] > [yiyel]
10-Faith ™ N
lya-gle/ lya-gle-TRuNc/

The normal application of epenthesis in (90) disrupts identity in the paradigm. The
truncated word contains a segment with no base correspondent, and OO3-DEP is violated.
A higher-ranked constraint has to compel thisviolation.

The descriptive generaization issimple: level or faling sonority codas are tolerated
in truncated words, but rising sonority clusters areimpossible. It iswell established that the
sonority contour of complex syllable margins is governed by a Sonority Sequencing

Principle (see, eg., Clements, 1990). In unmarked syllables, sonority rises up to the

64 The sonority scaleis Vowel > Glide > Liquid > Nasal > Fricative > Stop.
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syllable peak and then levels or falls off in the coda. For present purposes, | employ a
sonority sequencing congtraint, or a set of constraints, cdled SON-CON, for ‘sonority
contour’. Only the condition on coda sonority is relevant here. A more refined
understanding of this system of constraints would also forbid onsets that fall in sonority.
(For work toward deriving sonority sequencing from primitive constraints, see Smolensky,
1995; Hironymous, 1996.)

(91) SON-CON “Syllable codas do not rise in sonority.”

Epenthesis occursin truncated jussive/2fs stems when SON-CON demands it; thet is, when
failureto epenthesize entails a sonority reversal. The sonority sequencing constraint must
outrank the anti-epenthesis constraint: SON-CON >> OOj-DEP. Tableau (92) evauates the
jussive paradigm [yiy.le yi.yal] 'uncover' to make this ranking argument.

(92 Normal Application SON-CON >> OOj-DEP

candidate (a) [yi.ya.1&] [yi.yel]
& candidate (b) [yiy.1e] [yi.yel]
candidate (c) [yiy.le] [yiyl]
Recursion (A)

lya-gle/ SON-CON 00;-DEP IO-DEP | s>

a yi.ya.l€ *|

b.e yiy.le

C. yiy.le

Recursion (B)

s> | /ya-gle-TRunc/ SON-CON 0O0;-DEP 10-DEP

a. yi.yel *
b. & yi.yel * *
c. yiyl *1

Both (928) and (92¢) satisfy the OO-Identity constraint, while optimal (92b) does not.
Candidate paradigm (92a) is the overapplication candidate, which satisfies OO;-DEP by
overapplying epenthesisin the base. This candidateisruled out by the recursive ranking; it
violates low-ranking 1O-DEP, but incurs this violaion in the dominant recursion of the

congtraints. Paradigm (92c) shows underapplication: OO;-DEP is satisfied by failing to
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epenthesize avowel in the truncated word. Underapplication is not optimal because of the
sonority profile of the consonants involved: SON-CON s fadly violated by (92c). The
normal application paradigm (92b) best satisfiesthe ranking. OO-Identity is violated under
domination by SON-CON, and epenthesis applies.

Tableau (92) shows that to generate norma application in a grammar with high-
ranking OO-Identity, paradigms have to be evaluated recursively. Recursion rules out the
back-copying overapplication candidate (92a) [yi.ys.le yi.yel], which might be expected
to win under the OO-Identity >> 10-Faith ranking.65 Without recursive evauation,
epenthesis would apply in both words, even though it is conditioned in the derived word
only, to satisfy the dominant OO-Identity constraint.

In sum, not al coda clusters are treated equally by the Tiberian Hebrew grammar.
Some complex codas emerge in truncated words, but coda clusters that rise in sonority are
absolutely prohibited, and an epenthesis repair must apply.

(93) The Emergence of the Relatively Unmarked (TETRU)

SON-CON >> OOy DEP >> * COMPLEX-CODA >> |O-DEP

Theranking in (93) generates The Emergence of the Relatively Unmarked (TETRU), which
is similar to a reduplicative phenomenon that McCarthy & Prince (1994a) dub The
Emergence of the Unmarked (TETU). In McCarthy & Prince's TETU theory, unmarked
structure emerges in a special morphological domain through differential ranking of
faithfulness congtraints. A ranking of 10-Faith >> M >> BR-Identity dictates that structure
marked with respect to the constraint M occurs generaly in the language (because 10-Faith
>> M), but M-violation is not tolerated in reduplicants (because M >> BR-ldentity). An
example of reduplicative TETU comes from Balangao, where coda consonants are fregly

alowed everywhere except in reduplicants: [tagte-tagtag, * tagtag-tagtag] (see McCarthy &

65 Direct conflict between 10-Faith and OO-Identity is not demonstrated here; their relative rank is
established by the intervention of * COMPLEX-CODA. Other normal application cases show a direct
conflict and ranking between |O-Faith and OO-Identity constraints (see the discussion of Tiberian Hebrew
imperative truncation in §4.6 and English affixation in §5).
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Prince, 1994a and 81.3.1 above). In Baangeo, TETU is produced by ranking two
faithfulness congtraints differently with respect to a markedness requirement. 10-MAX >>
NOCODA >> BR-MAX ensures that the preference for unmarked structure (here, open
syllables) emerges in the reduplicative domain.

TETRU, in contrast, involves the emergence of marked structure, but the marked
structure is restricted such that only the least-marked of the marked structures emerge. In
Tiberian Hebrew, complex codas emerge in jussive/2fs truncation. Coda clusters are not
dlowed anywhere elsein the language, but they can occur in truncated words because of the
differential ranking of faithfulness constraints: OO;DEP >> *COMPLEX-CODA >> |0O-
DEP. This emergent markedness is of course smply the underapplication of epenthess.
But this underapplication is restricted in that only levd or falling sonority clusters are
alowed. The most highly-marked coda clusters, those that rise in sonority, are prohibited
absolutely. Thus, some complex codas emerge in truncated words, but they are relatively
unmarked complex codas.

Another way to describe TETRU is as the emergence of a markedness relation. A
markedness relation is established by the two markedness constraints in the TETRU
hierarchy, which are related to one another as specific and general: one markedness
constraint penalizes a subset of the structures that are marked by the other. * COMPLEX-
CODA assigns amark to al coda clusters, while SON-CON marks only the coda clusters that
risein sonority. This establishes the markedness relation: rising sonority coda clusters are
universally more marked than other coda clusters because they violate both SON-CoN and
*COMPLEX-CODA, while level and falling sonority coda clusters violate just * COMPLEX-
CODA.66 This markednessrelation is not visible generally in Tiberian Hebrew, because no

complex codas of any kind occur in non-truncated words. |t emerges in truncation because

66 When a subset-of-violation relation does not obtain, a markedness relation can be established by a
universal ranking of M1 >> Mo, Thus, *LAB >> *COR defines a markedness relation even though a
coronal segment does not incur a subset of the marks against alabia segment.

-119-

OO-Identity ranks above the generd ban on complex codas but below the specific
constraint against rising-sonority codas.

TETRU isan elaboration of underapplication identity effect; to see emergence of the
relative markedness of two marked structures, one of them has to emerge in the first place,
by underapplication of the expected repair. A TETRU ranking places a restriction on
underapplication: marked structure emerges through underapplication, but only the less-
marked members of the marked set of structure are permitted.

In this section and the preceding one | established that the avoidance of complex
codas by epenthesis underapplies in truncated words because OO-ldentity is dominant,
except when the consonant sequence rises in sonority, and | analyzed the "except when"
description as a TETRU effect. Next | turn to another set of cases in which paradigmatic
identity is disrupted by epenthesis, and show that OO;DEP is dominated by another

constraint on syllable structure.

4.3.3 Guttural Codas and ANCHORINg
OO-Identity in jussive/2fs paradigms is disrupted by epenthesis when the base word

contains a guttural-obstruent sequence, asin (94).

(99) Epenthesisin Falling-Sonority Guttural-Obstruent Sequences
Base 2fs Stem
Sa.maS.fi Sa.ma.fat ‘Ilyou (f) heard'
Sa.lah.fi 3a.la.hat ‘Ilyou (f) sent'
Base Jussive Stem
*yih.de yi.had ‘rejoice
(not attested)

Gutturals are glides, so the guttural-obstruent sequences fall in sonority. The SONCON >>
OO DEeP ranking aready established cannot be responsible for epenthesisin (94). Instead,
guttural-obstruent codas are ruled out by a ban on gutturals in syllable codas. Epenthesis

applies and OO-Identity is violated so that a guttural codais avoided.
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In an analysis of epenthesis in Tiberian Hebrew, McCarthy & Prince (1993b:42)
demonstrate a coda condition against guttural or pharyngeal consonants (on CODA-CONDS
see Itd, 1986; Prince & Smolensky, 1993; 1t6 & Mester, 1994). This CODA-COND

demands epenthesis of the underlined vowelsin (95).

(95) CODA-COND[PHAR] "Gutturals cannot be parsed as syllable codas.”
*[pharyngeal])q
lya-?sop/ ye.?e.s0¢ 'hewill gather'
lya-hpok/ ya.ha.$ox 'he will turn’
lya-Ymod/ ya.fa.mod'he will stand'
lyahizaq/ ye.lie.zaq 'heis strong'

If it forces epenthesis, the CODA-COND against pharyngeals has to dominate anti-epenthesis

constraints of the DeP family, including 10-DEP.67

(96) Epenthesis Avoids Guttural Codas CODACOND[PHAR] >> |O-DEP
lya-?sop/ CODACOND 10-DEP
a ye?.s0¢ *1
b. = ye.?e.s0¢ *

CODACOND dominates 10-DEP, so it is more harmonic to epenthesize avowel and parse the
guttural asits onset than to syllabify the guttural as a coda.
The CODACOND against pharyngealsis not dways satisfied. Guttural codas appear

if they are word-final, or root-final preceding a consonant-initial suffix.

(97) Ires/ res ‘companion’
/yada$-tem/ yo.0af.tem ‘you knew'
/Salah-fi/ 3a.lah.fi I sent'
[SamaS-fi/ $a.mafS.f 'l heard'

McCarthy & Prince propose that these CODACOND violations are compelled by an ALIGN

constraint, which requires every root to be right-aligned with some syllable.

(98) ALIGN-R "Every root isaligned at itsright edge with
Align (Root, R, 0, R) the right edge of some syllable."

Parsing gutturals into codas in (97) ensures that the roots are properly right-aligned with

syllables. ALIGN-R dominates and forces violation of CODACOND.

67 The examplein (96) is an affixed word, related by OO,-correspondence to an output base. Affixed
words show canonica phonology because OO,-Identity constraints have the same rank as their 10-Faith
counterparts.
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For reasons set out shortly below, | recast the ALIGN congraint in (98) as the
ANCHOR constraint in (99). ANCHOR was introduced by McCarthy & Prince (1993a) as a
family of reduplication-specific constraints that require base-initial (or final) segments to
haveinitial (or final) correspondentsin the reduplicant — the two strings must be anchored at
an edge. With the development of Correspondence Theory, McCarthy & Prince suggest
that some of the phenomena attributed to ALIGNment constraints should be understood as
ANCHORINg effects. These constraints have the general form ANCHOR(Cat1, Catp, P) where
Cat;, Cato range over morphological categories (root, affix word, etc.) and prosodic
categories (syllable, foot, Prwd, etc.), and position P may be Initid, Fina or Head. The
high-ranking ANCHOR constraint in Tiberian Hebrew is (99).68
(99) ANCHOR(Root, g, Find)  If a isan element of Sy,

Bisan element of Sy,
o and 3 are correspondents, and

aisfina intheroot,
then PBisfina inasyllable.

This ANCHOR constraint says that when the root-final segment has an output correspondent,
that output segment is syllable-final.

ANCHOR is a faithfulness constraint; it demands faithfulness to the edgemost
position of a correspondent segment. Like all faithfulness constraints, ANCHOR constraints
are keyed to a particular correspondence relation — for instance, constraints that demand
reduplicative anchoring are BR-ANCHOR constraints. In Tiberian Hebrew an input-output
faithfulness constraint, |O-ANCHOR(Root, o, Final), plays an activerole.

|O-ANCHOR dominates and forces violation of CODACOND in the words in (97).
The anti-deletion constraint |O-MAX must aso be high-ranking, to prevent satisfaction of
CODACOND by deletion of the guttural. Tableau (100) makes these ranking arguments with

evaluation of [ref] ‘companion'.

68 Not all ALIGN constraints can be understood as ANCHOR reguirements. As a faithfulness constraint,
ANCHOR is implicated in MCat-PCat alignment effects, like the one discussed here (see also McCarthy,
1997b). Other functions of ALIGN constraints, in particular the PCat-PCat alignments that induce iterative
footing (McCarthy & Prince, 1993b), cannot be subsumed under faithfulness theory.
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(200) No Epenthesis Word-Finally 10-MAX, |O-ANCHOR >> CODACOND

fres/ 10-MAX | IO-ANCHOR | CoODACOND
a ré *1

b. ré.fa *1

c. & res *

The candidates in (100a-b) satisfy CODACOND but violate one of the higher-ranked
congraints. Candidate (100a) fails to provide an output correspondent for the root-fina
guttural and incurs afatal violation of |O-MAX. |O-ANCHOR is vacuoudly satisfied by this
deletion candidate, since there is no output correspondent of the root-final segment (vacuous
ANCHOR satisfaction is discussed shortly below). Candidate (100b) epenthesizes avowel at
the end of the root and violates |O-ANCHOR, since the final segment in the root, the guttural,
isnot final in a syllable.® Candidate (100c) redizes dl input segments and is properly
anchored, so it isoptimal in spite of its guttural coda.

Gutturals are also forced into codas when aroot-final guttural precedes a consonant-
initial suffix, as in (101). Deletion of the guttural (101a) or epenthesis and onset
syllabification of the guttural (101b) are not optimal, even though these candidates satisfy
CODACOND. The CODACOND violator (101c) realizes al input segments and the root-fina
segment is syllable-final, soitisoptimal.

(202) No Epenthesis Root-Finally before C-Initial Suffix
10-MAX, I0-ANCHOR >> CODACOND

[$amaS-fi/ IO-MAX | IO-ANCHOR | CODACOND
a $a.ma.fi x|

b. $a.ma.fa.fi *1

c. & $a.mafs.fi ki

Epenthesis fails to occur, and a guttural is parsed as a coda, when this leads to good

ANCHORINg of roots with syllables.

69 Candidate (101b) also violates |O-DEP, but this is not the fatal violation, because |O-DEP ranks below
CODACOND (see (96)).
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If candidates tie on dominant |O-ANCHOR, then CODACOND >> |O-DEP is decisve
and epenthesis is optimal. Tableau (102) evaluates the same word shown in tableau (96).
All candidates satisfy ANCHOR (the root-final labia stop is syllable-find in al candidates).
CODACOND >> |O-DEP forces epenthesis between the guttural and the following obstruent.
(102) Morpheme-Internal Epenthesis

10-MAX, IO-ANCHOR >> CODACOND >> |O-DEP

lya-?sop/ 10-MAX 10- CobACOND | 10-
ANCHOR DEP

a ye.sod *1

b. = ye.?e.s0¢ *

C. ye?.s0¢ *1

When 10-ANCHOR does not compel its violation, CODA-COND is satisfied at the expense of
10-DEP.

Tableaux (100-102) show that when a guttural cannot be both root-final and
syllable-final, epenthesis occurs. Given this analysis of epenthesis after gutturals, it is clear
why epenthesis occurs in guttural-obstruent sequences in truncated jussive/2fs stems.

Epenthesis avoids a CODA-COND violation. The truncation data are repeated in (103).

(203) OOjIdentity Violation: Epenthesisin Guttural-Obstruent Sequences

UR Base 2fs Stem
[SamaS-fi/ $a.maf.fi $a.ma.fat *Sa.maSt 'Iyou (f) heard'
[$alah-ti/ sa.lah.fi $a.la.hat *3a.laht Iyou (f) sent'

Epenthesis must take place in the 2fs stems because the CoDA-COND outranks OO-
Identity: CODA-COND >> OOj;-DEP. Note that ANCHOR is violated whether or not
epenthesis applies, because the root-final guttural is not syllable-final in any competitive
form of the 2fs word. In optimal [Sa.ma.fat] the guttural is the onset to the epenthetic
vowel, and in the closest competitor, the underapplication candidate *[$a.maSt], the guttural

isnon-final initssyllable.”0 These candidates tie on ANCHOR, so the decision falls to the

70 As noted earlier, high-ranking * APPENDIX and HEADEDNESS constraints prevent the word-final
consonant from being outside of syllable structure. One or both of these constraints is fataly violated by
the ANCHOR satisfier *[$a.mafS.t].
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CoDA-COND >> OOj-DEP ranking, which selects the epenthetic candidate. Thus the
ranking in (100-102), with OO3DEP bottom-ranked with 10-Faith, generates epenthesis in
the truncated words in (103). Before | can demonstrate this in a tableau, one final piece of
the analysis must be put into place.

Consider why ALIGN-R (98) is recast as an ANCHOR constraint (99). As noted
below tableau (100), ANCHOR is vacuoudy satisfied by deletion of the root-fina segment
(when this segment is a guttural, deletion also ensures satisfaction of CODACOND). This is
acrucid difference between the ANCHOR and ALIGN formulations of the active constraint:
deletion of an edgemost segment violates ALIGN (McCarthy & Prince, 1993b) but it does
not violate ANCHOR. That deletion violates ALIGN follows from the PARSE-FILL theory of
faithfulness proposed in Prince & Smolensky (1993) and assumed in Generalized
Alignment theory, with its principles of Containment (GEN cannot delete material; inputs
are contained in outputs) and Consistency of Exponence (GEN cannot ater morphologica
analysis). With Containment, every input segment must be literally contained in the output,
so deletion is underparsing by prosodic structure. A deleted segment is present in the
output representation, but it is not affiliated to any prosodic position and therefore is not
pronounced. For example, deletion of the guttural in the root /ré$/ produces the output
[re<¢>]. By Consistency of Exponence, the underparsed guttura is anadyzed as root
material, whether or not it is parsed into prosodic structure. Thus, [re<¢>] violates ALIGN-
R(Root, o) because the underparsed root-final guttural is not rightmost in a syllable (it is
not in any syllable at al). Under PARSE-FILL faithfulness, deletion of an edgemost
segment necessarily violates ALIGN.

It is unclear how ALIGN violations should be caculated under Correspondence
Theory, which alows literal deletion and insertion of segments. Depending on how the
root-edge is defined, deletion of the root-final guttural in /réS/ may or may not be an
ALIGN-R violation. If the rightmost segment in the input form of the root has to be syllable-

find, then deletion violates ALIGN-R, since the root-final segment in the input /re$/ is not
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syllable-final in the output [r&]. However, if it is the output form of the root that matters,
then deletion does not violate ALIGN-R. In the output [r€], the vowel is syllable-final, and it
is aso root-final — it is not followed by any other root material. ALIGN-R should be
satisfied.

Prince & Smolensky's PARSE-FILL faithfulness theory holds that input and output
aretwo levelsin the derivation of the same string — the output is the prosodified stage of the
input, and the morphological analysis of the string does not change. The edges of
morphological constituents are fixed, and deletion or underparsing of an edgemost segment
is necessarily misaligning. Correspondence Theory, in contrast, holds that input and output
are distinct strings, related to one another by a correspondence relation. If both strings have
amorphologica analysis, either may define the root's edge. Consequently ALIGN may or
may not be violated by deletion of an edgemost segment. Recasting ALIGN constraints as
ANCHOR congraints on a correspondence relation resolves the ambiguity that
correspondence-based faithfulness introduces to aignment theory. As stated in (99),
ANCHOR isviolated only if the input (or base) segment in question has a correspondent and
that correspondent is not edgemost. ANCHOR is vacuously satisfied by deletion.

The correspondence-based ANCHOR formulation makes it possible to distinguish
two logicaly independent imperatives that are subsumed in ALIGN constraints. Since
deletion ismisaligning, ALIGN constraints demand that (i) an edgemost segment is redlized
(pronounced), and (ii) it is redlized as edgemost in some domain. ANCHOR constraints
enforce only provision (ii), that the correspondents of edgemost segments are themselves
edgemost. Provision (i) of the ALIGN formulation, that edgemost segments be realized, isan
independent requirement.

Redlization of prominent elements, including edgemost segments, is enforced by
Positional Faithfulness constraints (see Alderete, 1995; McCarthy, 1995; Lombardi, 1995g;
and especialy Beckman, in prep.). Roughly, this theory holds that elements in prominent

positions are subject to special faithfulness requirements that, through ranking, ensure
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specid treatment of prominent elements (e.g., licensing grester segmental contrasts in
stressed syllables or in onsets, maintaining contrasts word-initialy, preserving lexicd or
base prosody, etc.). Borrowing constraint names from Alderete (1995), | posit MAX and
DEP constraints proper to edgemost segments. MAX-EDGE and DEP-EDGE  require the
segment at the edge of some domain to have a correspondent in the related string.

(204) Faithfulness to Edges

MAX-EDGE "A segment at the edge of S; has a correspondent in S."
DEP-EDGE "A segment at the edge of Sp has a correspondent in S;."

With a more precise formulation, MAX-EDGE and DEP-EDGE can be reativized to
morphological and prosodic domains. For present purposes, the definitionsin (104), which
prohibit deletion and epenthesis at word edges, are sufficient.

Obvioudy, MAX-EDGE is violaed in truncation under domination by whatever
constraints force morphologica shortening.” DEP-EDGE, on the other hand, playsacrucial
role, preventing insertion of an epenthetic segment in the position vacaed by the
morphologically-suppressed material. Thisisagenera result for truncation theory: because
of the positional faithfulness requirements, phonological insertion cannot repair phonotactic
violations produced by morphologica deletion (cf. Prince & Smolensky on FREE-V in
Lardil, esp. (1993:fn. 62)).

In sum, the two provisions of ALIGN constraints — 'realize the edgemost element' and
'realize the edgemost element as edgemost’ — are formally distinct. The former is required
by MAX/DEP-EDGE, and the latter by ANCHOR. In support of this proposa, the Tiberian

Hebrew truncations shows that these two provisions interact with one another: DEP-EDGE

71 Weeda's (1991) catalogue of morphological truncation shows that a robust class of cases, the so-called
subtractive truncation patterns, typically suppressV or CV strings. Minimal violation of MAX-EDGE may
be responsible for limiting morphological deletion to relatively small amounts of material.

Also note that morphological truncation is peculiarly drawn to edges — it rarely (if ever) affects word-
medial materia (Weeda, 1991; cf. Aronoff, 1976). It may be that a constraint demanding domain-internal
CONTIGUITY (Lamontagne, 1996) prevents truncation of non-edgemost segments. If truncation is
produced by concatenation of an abstract TRUNC morpheme (analogous to the RED morpheme in
McCarthy & Prince's theory of reduplication), then the tendency toward edgemostness may follow from
general constraints requiring prefixation or suffixation of affixa morphemes. Of course, this begs the
question of why a TRUNC morpheme is not infixed, effecting deletion of word-medial material, since this
could lead to better satisfaction of markedness (e.g., syllabification) constraints.
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dominates and forces violation of ANCHOR. As shown below, dominant DEP-EDGE makes
it impossible to avoid an ANCHOR violation by replacing the truncated vowe with an
epenthetic one.

Consider a 2fs paradigm in which the base has a heterosyllabic guttural-obstruent
sequence. The truncated word shows epenthesis, with the guttural parsed as an onset to the
epenthetic vowd. Epenthesis disrupts paradigmatic identity: the epenthetic vowe has no
correspondent in the base, in violation of OO;DEP.

(105) OOj-Identity
[$a.maf.fi] > [$a.ma.Sat]
10-Faith N N
[$amaS-fi/ [Sama¢-t-i-TRUNC/

Epenthesisisforced by the CODACOND against guttural codas, as shown in tableau (106).
The candidate paradigmsin (106) al have the base [$a.ma¢.fi], which is deemed optimal by
the higher-ranked recursion of constraints (other base candidates are shown in (101)
above). This base is paired with with four different forms of the truncated 2fs stem. The

CODACOND against pharyngeals, ranked above OO3DEP, selects optimal (106d).72

72 Epenthesis also violates |0-DEP, so both 10-DEP and OOyDEP rank below the guttural CODA-
COND. Infact all of the faithfulness constraintsin (106) can be either 10-Faith or OO-Identity constraints,
with the same optimal result. With respect to the markedness constraint against guttural codas, OOy
Identity constraints and 10-Faith constraints rank equally.
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(206) Normal Application of Epenthesis

O0OrMAX, OO-DEP-EDGE >> |O-ANCHOR >> CODACOND >> OO;DEP, IO-DEP

candidate (b) [$a.maS.fi] [$a.ma¥]

candidate (c) [$a.ma$.fi] [$a.ma¥.ta]

candidate (a) [$a.ma¥.fi] [$a.maSt]

& candidate (d) [$a.ma$.fi] [$a.ma.fat]
Recursion (A)
[Sama$-fi/ OO0;rMAX | OO-DEP- 10- CobA | OOsDEP
EDGE ANCHOR COND

a $a.maf¥.fi &
b. $a.ma¢.fi *
C. $a.maf.fi kd
d &= Samal.f ki

Recursion (B)

f$amaS-t-i-TRUNC/ || OOyFMAX | OO-DEP- 10- CobA | OOsDEP
EDGE ANCHOR COND

a. $a.ma¥. x| *

b'. $a.ma¢ .ta. * *1 * *

c. $a.maft * * *1

d. = $a.ma.fat * * *

Candidate paradigms (106a) and (106b) satisfy 10-ANCHOR, but violate higher-ranked
congtraints. Paradigm (106a) gets the root-final guttura into syllable-final position by
deleting two segments from the truncated word, and fataly violates OOMAX. In (106b)
the base's find vowel is morphologically suppressed and an epenthetic vowe is inserted in
its place. This satisfies ANCHOR, since the root-final guttura is final in the penultimate
syllable, but violates dominant EDGE-DEP, since the epenthetic vowel at the word edge does
not correspond to any segment in the input or the base. Together, OOrMAX and DEP-
EDGE make it impossible for the truncated word to satisfy |O-ANCHOR. Of the ANCHOR
violators in (106c-d), the ranking CODA-COND >> OO;-DEP sdlects (106d), in which the
guttural is parsed as an onset to an epenthetic vowel.

Epenthesis in guttural-obstruent sequences in truncated words is simply normal

application of the repair of CODA-COND violations. OO;-DEP must be ranked alongside
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10-DEP in the markedness hierarchy, below the guttura CoDA-COND. Throughout the
language, the CODACOND against gutturals is satisfied unless ANCHOR(Root, o, Find)
forcesitsviolation. For truncated words, this means that it is better to epenthesize a vowe
and violate paradigmatic identity than to parse a guttural as the non-find segment in a

complex coda.

4.3.4 Epenthesis Summary

Expected phonology may fail under the force of paradigmatic identity requirements.
In truncated jussive/2fs stems, a high-ranking OOx-Identity constraint forces complex coda
clusters to surface by blocking the epenthesis dternative. This OO;DEP congtraint is
distinct from the general anti-epenthesis constraint |0-DEP, which isroundly violated in the
language. Two anti-epenthesis constraints have different rank with respect to the
markedness constraint * COMPLEX-CODA in an underapplication ranking: OO-Identity >>
M >> |O-Faith. Although OOsDEP is high-ranking in Tiberian Hebrew, it is not
inviolable. It is optimally violated under domination by two markedness constraints, one
that prohibits rising-sonority coda clusters, and another that bans guttural glides from coda
position.
(107) Epenthesis Summary Ranking?3

CoDA-COND, SON-CON >> OO;-DEP >> * COMPLEX-CODA >> |O-DEP

This hierarchy produces underapplication of epenthesis unless certain specific conditions
hold. Epenthesis fails to prevent a complex coda except when underapplication would
produce a coda cluster with rising sonority. Underapplication is also restricted by the
CoDA-COND against gutturals, which demands epenthesis in guttural-obstruent sequences.

In truncated words, asin the rest of the language, guttural codas are marked.

73 EDGE-DEP >> ANCHOR(Root, 0, Final) stands at the top of this hierarchy, above the CODACOND.
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When epenthesis is forced by CODA-COND or SON-CON, truncated jussive/2fs
stems show a second underapplication identity effect: post-vocdic spirantization is blocked

so that words in paradigms are more alike.

4.4  Spirantization
Truncated jussve and 2fs stems show underapplication of post-vocalic
spirantization. Inthe language a large, non-emphatic singleton stops /p, t, k, b, d, g/ are in

complementary distribution with spirants/, 0, x, 3, 8, y/. Spirants appear post-vocdically,

and stops appear elsewhere.

(208) Post-Vocalic Spirantization
kaOaf ‘write (perf.)' yixtop ‘write (imperf.)’
payas ‘meet (perf.)’ yipgas ‘meet (imperf.)’
bahar ‘choose (perf.)' yiphar ‘choose (imperf.)'
?afad 'to perish’ ?ibbad ‘to kill'
qaoes 'to be holy' qiddas ‘to sanctify'

There are two exceptions to this generalization. One is the class of so-called opacity cases,
where spirantization is triggered by a vowe that does not appear in the surface form,
yielding a post-consonantal spirant. In 84.4.3, | show that opague spirantization is not
driven by paradigmatic identity. The other class of exceptions to the canonicd pattern are
jussive and 2fs stems. Unlike any other words of Tiberian Hebrew, truncated jussive/2fs
stems can have post-vocalic stops. In the examples in (109), epenthesis takes place in the
truncated word to prevent an illicit complex coda (one with anon-final guttural). As a result
of the epenthesis the final consonant in the truncated word is post-vocdic, but it is not

spirant. Itisidentical to its base correspondent, a stop.
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(109) Underapplication of Spirantization

1sBase 2fs Stem

§amaSt I heard' §amaSat 'you (fs) heard'
salahfi ‘1 sent' $alahat ‘you (fs) sent'
Imperfective Base Jussive

*yih.de (not attested) yi.had rejoice’

The failure of spirantization in (109) is identity-driven underapplication. Because
spirantization does not take place, correspondent segments in related words are identical.
The OOzIDENT[CONT] constraint that demands identity of continuancy in jussive/2fs
paradigms takes precedence over constraints that require post-vocalic stops to spirantize.
The spirantization analysis proceeds as follows. The canonical stop/spirant
alternation (108) isanalyzed in §4.4.1, and the underapplication identity effect in truncated
words (109) is examined in 84.4.2. Section 4.4.3 briefly addresses opaque spirantization,
to demongtrate that the opacue phonology in Tiberian Hebrew is not driven by paradigmatic

identity constraints.

4.4.1 Canonica Post-Vocdlic Spirantization

| do not propose an analysis of the spirantization phenomenon —it may be spread of
avowel’s[+continuant] feature onto afollowing stop. | focusinstead on the distribution of
stop and spirant allophones in Tiberian Hebrew words. In the canonical pettern, spirants
appear after vowe's, and stops appear elsewhere.
(110) Post-Vocalic Spirantization

kabaf ‘write (perf.)’ yixtof ‘write (imperf.)’
payas ‘meet (perf.)’ yipgas ‘meet (imperf.)’
bahar ‘choose (perf.)' yifhar ‘choose (imperf.)'

Spirantization is alophonic, predictable on purely phonologica grounds. One alophone is
required in a specific phonologica context, and the other appears everywhere else. Like dl
alophonic aternations, spirantization is fully determined by markedness constraints. A

context-senditive constraint requires the more-marked alophone to appear in a specific
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environment, and context-free markedness demands the less-marked alophone in the
general case (McCarthy & Prince, 1995).

For the purposes of this analyss, spirants are assumed to be more marked than
stops. Constraints against each segment type, ranked as * SPIR >> * STOP, determine the

relative markedness of the allophones.”4

(1113) Context-Free Markedness

*SPIR "Non-strident fricatives are prohibited."
*STOP "[-cont, -son] segments are prohibited.”
*SPIR >> * STOP " Spirants are more marked than stops.”

Stops are preferred because they violate a lower-ranked constraint.  Spirants appear only
when forced by a constraint, or set of constraints, against stopsin post-vocalic context. The
*V-STOP congtraint in (112) is unlikely to be a universa primitive of grammar, but for
present purposesit standsin for the constraints responsible for lenition after vowels.

(112) Context-Sensitive Markedness

*\/-STOP "Post-vocdic stops are prohibited."
The *V-STOP constraint has to outrank * SPIR so that spirants are optimal post-vocalically.
When *V-STOP is irrdlevant — when the segment is word-initial or post-consonantal — the

markedness subhierarchy *SPIR >> *STOP is decisve, and lessmarked stops are

optimal.75

74 Without an analysis of the spirantization phenomenon, the choice of a moremarked allophone is
somewhat arbitrary. Unlike the case of oral and nasal vowels in Sundanese, the cross-linguistic facts are
inconclusive. The standard analysisis that lessmarked stops become spirants post-vocaicaly (see Prince
(1975) and references therein), but in other languages it appears that basic spirants harden into stops (see
Bakovic (1995) on Spanish fortition). Also, the analysis itself can influence the choice of a more-marked
aternant; for example, if spirantization is assimilation to a [+cont] vowel, spirants could be more-marked
because of the feature-sharing, rather than by aban on non-strident fricatives.

The relative markedness of allophones has little impact on the analysis of the misapplication effect. If
stops are more marked than spirants, then (i) the alternation-inducing constraint penalizes spirants that
follow consonants instead of post-vocalic stops, and (ii) this *C-SPIR constraint ranks equally with OOy
IDENT[CONT], rather than below it. Descriptively, truncation paradigms would show overapplication of a
%i rant-to-stop change instead of underapplication of a stop-to-spirant alternation.

A full analysis of spirantization has to explain a number of other facts, including why stops become
spirants and not sonorant consonants or [+strident] fricatives, and why vowel-stop sequences are not
avoided by epenthesis or deletion. Constraints ranked above * SPIR must rule out all aternative repairs of
*V-STOP violation.
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Like @l alophony, the stop/spirant aternation is fully determined by markedness.
The hierarchy *V-STOP >>* SPIR >> * STOP requires more-marked spirants after vowes,
and less-marked stops elsewhere. Faithfulness to the underlying form plays no role at al:
spirants appear post-vocdicaly because markedness demands them, and not because dl
post-vocaic obstruents happen to be spirants in underlying forms. Markedness also
demands that obstruents are stops when not post-vocaic. 10-Faith is irrdevant. The
constraint on continuancy in (113) is crucialy dominated in Tiberian Hebrew.

(113) Faithfulness

|O-IDENT[CONT] "Input-output correspondents are identical in [+cont]."

|O-IDENT[CONT] is bottom-ranked and never determinate. Its low rank follows from
Richness of the Input (Prince & Smolensky 1993:191ff.), the principle that prohibits
language-particular restrictions on input strings.  The set of possible inputs is universa, or
rich. Output-oriented OT cannot stipulate a "basic” alophone, so either alophone may be
presented by the input form. Markedness constraints, ranked above faithfulness to the rich
input, produce complementary distribution in output words.

The tableaux in (114) demonstrate the canonical stop/spirant aternation. They
present the same candidate set, and differ only in whet is posited as the input form of the
word. In tableau (i) the input contains only stops, in tableau (iv) the input contains only
these inputs converge on the same optimal output [ka6afl] 'write (perf.), in which al and
only post-vocalic consonants are spirant.

(124) Post-V Spirantization: ~ *V-STOP >>*SPIR >> |O-IDENT[CONT]
(i) input stops

/katab/ *\V-STOP *SPIR 1O-IDENT[CONT]
a katab x|
b. Xﬁeaﬁ * k% | * k%
c.e kabaf *x **
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(i) input stops and spirants

/xataf}/ *\/-STOP *SPIR |O-IDENT[CONT]
a katab i **

b. xabaf *okok| *

c.® kabap ** * %

(iii) input stops and spirants

/kaBab/ *\/-STOP *SPIR |O-IDENT[CONT]
a katab x| 3

b. xafaf} FHx| *x

c.® kafaf * % 4

(iv) input spirants

IxaBap/ *\/-STOP *SPIR |O-IDENT[CONT]
a katab ** *x %

b. xabaf *okk|

c.= kaOap ** *

The (8) candidate in each tableau contains three stops and fataly violates *VV-STOP, since
two of these stops are post-vocdic. All consonantsin the (b) candidates are spirant, but the
initial consonant is not post-vocdic, so it is not compelled to be spirant by *V-Stop, and
the (b) candidates incur a fatd violation of *SPIR. Optima (c) satisfies *V-SToP by
minimally violating * SPIR. Violations of low-ranking 10-IDENT[CONT] are low-ranking
andirrdlevant.

(115) Post-Vocalic Spirantization *V-STOP >>*SPIR >> |O-IDENT[CONT]

A distinct OO IDENT[CONT] constraint is ranked above this hierarchy, forcing violation of

*\/-STOP in truncated words, as set out below.

4.4.2 Spirantization in Truncated Words
Truncated jussive/2fs stems can surface with post-vocalic stops.
(116) Post-Vocalic Stopsin Truncated Words

1s Stem 2fs Stem
Sama¥ti I heard' Sama¥at 'you (fs) heard'
Salahfi ‘1 sent' Salahat ‘you (fs) sent'
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This deviation from the canonical pattern is a paradigmatic identity effect. Spirantization is

blocked so that the base's stop corresponds to a stop in the truncated word.

(117) OO;-Identity
[Samaffi] > [$amafat]
10-Faith N 0
[SamaS-fi/ [$ama€¥-fi-TRUNCoeg/

Spirantization is not conditioned in the base's post-consonantal stop, but the corresponding
segment in the truncated word is post-vocalic (due to epenthesis into the guttural-obstruent
sequence) and should be a spirant. Spirantization fails to apply because it is not
conditioned in the base. An OO-ldentity constraint takes precedence over the constraints
that drive the process; specificaly, OO;-IDENT[CONT] dominates and forces violaion of
*V-STOP.

Paradigms are evaluated against ranked recursions of the spirantization hierarchy in
tableau (118). The baseis evaluated against the dominant recursion, and the derived word is
assessed by the lower-ranked recursion of the congraints. In each of the candidate
paradigms shown, the truncated word contains an epenthetic vowd forced by the
CODACOND against guttural codas (see (106) above). These OO;-DEP violations are

ignored here, and the candidates are evaluated against the spirantization ranking.
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(118) Underapplication of Spirantization
OOz IDENT[CONT] >>*V-STOP>> *SPIR >> |O-IDENT[CONT]

candidate(8)  [$ama$6i] [§amaSa]
candidate (b)  [$amaSti] [$amaSa6]
= candidate(c)  [$amaSti] [$amaSat]

Recursion (A)
/ Sama€S-fi/ OOy *V-STOP| *SPIR 10- >>
IDENT[CONT] IDENT[CONT]

a Samafoi *1 *

b. $amaSlti

Cc. & Samaffi

Recursion (B)

>s |/ SamaS-fi-TRUNCysd OOy *V-STOP | *SPIR 10-
IDENT[CONT] IDENT[CONT]

a. $amaSa0 ks t
b'. $ama‘a0 *1 * *
c.®  Samafat t

Candidate paradigm (118a) is eliminated by the * SPIR constraint in the dominant recursion
of constraints, because its base [$Sama$6i] contains a spirant that is not forced to appear by
dominant *V-Stop. Paradigms (118b-c) have the maximally harmonic base [$amaSfi],
and survive the dominant recursion. Candidate (118b) satisfies *V-STOP by spirantizing
the final segment in the truncated form, and fatally violates the top-ranked OO-Identity
congtraint. Paradigm (118c) is optima. It is more harmonic to have correspondents that
match in continuancy than to avoid a post-vocalic stop.

As discussed, underapplication is produced by recursive evaluation of paradigms.
In a non-recursive evauation, the grammar incorrectly generates overapplication of

spirantization in the base word, asin (119a = 1183).

(119) Wrong Result from a Non-Recursive Hierarchy
[SamaS-fi/ /SamaS-fi-TRUNCy¢/ OO7 *V-STOP | *SPIR | |O-ID[CNT]
ID[CNT]
a 6 3%amafoi $ama‘¥a0 * x * x
b. $amaSlti $amafat *
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Both candidates satisfy OO-Identity; they differ with respect to the rest of the spirantization
hierarchy. The overapplication paradigm in (&) violates low-ranked constraints, context-free
markedness and 10-Faith, while underapplication (b) violates higher-ranked *V-Stop. The
difference is in the location of the violaion: in the failed paradigm OO-Identity constraint
forces violaion (of *SPIR) in the base, and in the optimal paradigm it forces the derived
word to violate dominant *V-STOP. Recursive evauation of paradigms in (118) makes the
base's violation more costly, and rules out the overapplication option. The base has ranking
priority, and obeys the canonical patterns of the language, so underapplication in the derived
word isthe only possible result.

Misapplicational spirantization in jussive/2fs stems is naturally dependent on the
epenthesis pattern: when syllabic constraints (SON-CON or the CODACOND) force
epenthesisin the truncated words, making them less like their bases, the importance of OO-
Identity emergesin the spirantization effects. This shows that paradigmatic identity is just
like input-output faithfulness, in that each dimension of the representation is evaluated by a
separate faithfulness constraint. Each faithfulness constraint in the grammar interacts with
the markedness constraintsit comesinto conflict with. In Tiberian Hebrew, two faithfulness
constraints conflict with the spirantization markedness hierarchy.

(220) Underapplication of Spirantization

OO7IDENT[CONT] >> *V-STOP>> * SPIR >> |O-IDENT[CONT]

Because spirantization is allophonic, Tiberian Hebrew makes a clear case that OO-Identity
is formally digtinct from 10-Faith. Given the logic of an output-oriented theory, 10-
IDENT[CONT] ranks at the bottom of the hierarchy, and dominant markedness derives the
predictable [+cont] features in non-strident obstruents from unrestricted input strings.  The
OO, IDENT[CONT] constraint on paradigms ranks a the top, above the markedness
congtraints, so that the stop/spirant aternation fails to apply in truncated words simply

becauseit is not properly conditioned in the base.
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In 84.6 a second OO;-IDENT[CONT] congtraint, proper to a distinct OO-
correspondence relation in imperative truncation paradigms, is introduced and ranked in the
spirantization hierarchy. But first | briefly address another kind of exception to the

canonical spirantization pattern in Tiberian Hebrew, called opague spirantization.

4.4.3 Opague Spirantization

In the forms in (121) spirants appear after consonants. These cases are familiarly
known as opacity effects because, in seria terms, the conditioning context for spirantization
has been eradicated, or made opaque, by further derivation (Kiparsky, 1971, 1973). In the
word [malxe] 'kings, for example, the underlying vowel that conditions spirantization of the
velar obstruent does not survive into the surface form. Spirantization takes place before

syncope eliminates its conditioning context.”6

(121) Opague Spirantization

malxé 'kings from /malak-&/
bix65f3 'when writing' from /ba-ktob/ cf. koBof  ‘write
livBal 'to a boundary' from /la-gbtil/ cf. gobiil ‘boundary’

Descriptively, opague spirantization is overapplication — a process applies where it is not
phonologically conditioned.”? But opacity is not driven by paradigmatic identity. Opaque
spirantizetion cannot be understood as an effort to maintain identity between
morphologically-related words because opecity effects are not consistent across any kind of
morphologica paradigm.

In a procedura theory, opacity and paradigmatic overapplication get similar
analyses: both involve crucial ordering of rules. In opacity, two phonologica rules have to

be ordered, as spirantization precedes syncope in (121): /malak-&/ --> malax-€ --> malx@.

76 Opaque spirantization can be conditioned by any vowel, whether epenthetic or underlying. In Prince's
analysis of the opague forms [bix06f3] and [livBul], a vowel is epenthesized before spirantization applies
and is deleted afterward (1975:81.6).

77" Counterbleeding opacity resembles overapplication, while counterfeeding opacity looks like
underapplication. In Icelandic, epenthetic high round vowels fail to trigger umlaut in preceding low vowels,
even though underlying high round vowels do cause umlaut: /akr/ --> [akur], *[6kur] ‘field' but /svang-u/ -
> [svongu], *[svangu] ‘hungry' (Anderson, 1974). Umlaut underapplies because it is an early rule
counterfed by later epenthesis.
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Misapplication in a paradigm is aso produced by rule-ordering, but it is an ordering
between a phonologica rule and amorphological rule. Underapplication of spirantization in
jussive/2fs stems entails that spirantization precedes morphologica truncation: the base
doesn't condition spirantization, and by the time truncation takes place and epenthesis
cregtes its environment, it is too late for spirantization to apply. Because phonology
interacts with morphology in thisway, surface patterns are consistent across morphological
paradigms.  All words that bear a certain type of morphology exhibit the same
misapplication identity effects. Opacity, on the other hand, occurs haphazardly across
paradigms. No matter how paradigms are defined — as "al words that bear affix a" or as
"al words that contain root 3" — opacity occurs sporadicaly.

Consider the derivatives of 'king' in (122). Only the possessed plural [malxéhem]
shows an opacity effect, surfacing with a post-consonantal spirant.

(122) Opacity is Not Identity-Driven

a melex ‘king' malkohem ‘their (masc) king'

b. molaxim *kings malxéhem ‘their (mascl) kings
The singular formsin (122a) are derived from the root /malk/. In the unpossessed singular
[melex] 'king', epenthesis prevents a complex coda and the post-vocalic velar is spirant, and
in the possessed singular [malkohem)] 'their king' the velar is post-consonantal and a stop,
as expected. The plurd forms in (122b) are derived from the augmented root /malak/
(Prince, 1975). Thevear is spirant in both plurals, even though it is post-consonantal in the
possessed plural [malxehem] ‘their kings.

Suppose that the overapplication of spirantization in [malxéhem] is a paradigmatic
identity effect — thisword misbehavesin order to maintain identity with its base [molaxim]
'kings. Suppose further that morphology defines phonological paradigms as | propose it
does, so that formation of the possessive by affixation triggers an OO-correspondence
rdation, and a high-ranking congtraint on this relation forces overapplication of

spirantization in the subparadigm [molaxim malx&hem] in (122b). But if thisis true,
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how can spirantization apply normally and violate OO-Identity in the subparadigm [melex

malkshem] in (1228)? These words are aso related by possessive affixation, and
should obey the same OO-Identity requirements. In a paradigmatic analysis of the opaque
"overapplication” of spirantization, it is not clear why two paradigms crested by the same
morphologica derivation do not behave the same way.

Defining paradigms as apair of words built from the same root is not helpful ether,
since spirantization sometimes overapplies and sometimes applies normally in the various
words built from the root 'king'. Similarly, some but not al words built from the root ‘write
show the opacity effect: [bix00f3] ‘when writing' tolerates a post-consonantal spirant, but
[koB0p] 'write' and [lixtof] 'to write' do not.

In short, opaque spirantization does not reliably achieve identity between words that
contain the same root or words crested with the same affix. The facts do not support a
principled transderivationa analysis. | conclude that opaque phonology requires a separate
treatment. McCarthy (1997) proposes a correspondence-based analysis of opacity effects.
Briefly, Sympathy theory holds that the optimal opague form is compared to a suboptimal
member of the candidate set. The most harmonic candidate that satisfies a faithfulness
congtraint that the actual output violates is designated a sympathetic form, and it can
influence the harmony of the output via a correspondence relation. In the Tiberian Hebrew
word [malxg] 'kings of' (< /maak + &), the opague output is faithful to the spirant in the
sympathetic candidate [(J[malaxg], which receivesits reference mark by virtue of its perfect
satisfaction of 1O-MAX. Thus, opacity is an identity effect produced by high-ranking
constraints on the sympathetic [J-correspondence relation. The critical difference between
the domain of Sympathy and that of TCT is that opague phonologica interactions are
produced by a correspondence relation between possible outputs, while paradigmatic

overapplication results from comparison of two actual outputs of the grammar.
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45  Summary: Underapplication

The spirantization facts, like the epenthesis facts, show that an expected
phonologica aternation may fail to apply in a derived word smply because the aternation
is not conditioned in the related base. Paradigmatic identity takes precedence over the
constraints that induce the aternation.

The Tiberian Hebrew cases demonstrate that paradigmatic identity is regulated in
surface forms, by an OO-correspondence relation. Truncated jussive/2fs stems mimic
surface properties of their bases: alophonic spirantization and the absence of epenthetic
vowels. The Richness of the Input principle makesit impossible to determine that the base's
stop consonant is a stop underlyingly; rich inputs to the Tiberian Hebrew grammar may
present either stops or spirants without regard to context. The [-cont] feature of the base's
stop is reliably present only in the output, where it is required by an output constraint
(*SPIR). The truncated word mimics this stop, so it must be related to the base's surface
form. Similarly, the absence of an epenthetic vowe in the base is only reliably determined
in its syllabified output. When the truncated word mimics the absence of an epenthetic
vowel, it is being faithful to the base's output form.

The Tiberian Hebrew facts also show that paradigmatic identity is violable. In the
epenthesis case, OO-Identity violation is forced by two markedness constraints, SON-CON
and CODACOND. The latter is independently known to be active in Tiberian Hebrew, and
the former is universaly highly-ranked, encoding the universal dispreference for rising-
sonority coda clusters. These patterns are good evidence that there is nothing special about
the derivation of truncated words; that is, OO-ldentity constraints interact with the same
markedness constraints evidenced in input-output mappings. This follows naturally from
TCT, in which there are no levels of derivation or subgrammars. All words are evauated
against the same fixed ranking of OO-Identity, 0-Faith and markedness constraints.

Paradigmatic identity in Tiberian Hebrew is not an all-or-nothing proposition.
When epenthesis is forced in a truncated word (by SON-CON or CODACOND) and OO
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DEePisviolated, another OO Identity constraint assertsitself and post-vocalic spirantization
underapplies. The epenthesis-spirantization interaction is evidence that paradigmatic
identity, like input-output faithfulness, is regulated by a full complement of faithfulness
constraints on independent aspects of the representation.

Finaly, the underapplication cases show the need for recursve evauation of
paradigms. Because underapplication involves a conflict between OO-Identity and high-
ranking markedness, and overapplication does not, underapplication is possible only if
overapplication entails non-canonical phonology in the base. The baseis evaluated against a
dominant recursion of constraints, so paradigms with non-canonical bases can never be
optimal. If the choice is between overagpplication in the base and underapplication in the

derived word, recursion ensures that underapplication is the only possible outcome.

4.6  Imperative Truncation

| turn now to another set of Tiberian Hebrew truncated words, the imperatives, which
show different surface patterns than jussive/2fs stems. In particular, imperatives do not
show underapplication of epenthesis and spirantization. They do, however, show
misapplication of other processes, including nasal-stop assmilation, vowe-glide
coadescence and a vowd raising rule. My proposal is that imperative truncation and
jussive/2fs truncation trigger distinct OO-correspondence relations. Ranked differently in
the same markedness hierarchy, constraints on each of these OO-correspondence relations
derive the different surface patterns shown by each class of truncated words.

Imperatives are formed by suppressing the initid-CV of the related imperfective
(Prince, 1975). Epenthesis and post-vocalic spirantization apply normdly in imperative
paradigms: dl complex syllable margins are prevented by epenthesis, and dl and only post-
vocdlic stops are spirantized. As a result of norma application of the phonology, the
imperativesin (123) are not identical to the fina string of their imperfective bases.
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(223) Imperative Truncation
Root Imperfective Imperative
ktb/ yixtof ko603 ‘write
f$mS/ yiSma¢¥ Soma¥ "hear’
Ishq/ yishaq sohaq laugh'
/lmd/ yilmaod lomad learn’

Imperative morphology suppresses the initia-CV of the imperfective base, and phonology
applies to make the related words even less alike. Consider the paradigm in (124).

(124) Imperative Truncation
0O-Identity
yixtof > ko60of3
N N
lya-ktob/ /TRUNCyp - ya-ktob/

The first two base segments have no correspondents in the truncated word, as a result of
morphologica truncation. The next two base segments [xt] have correspondents in the
truncated word, but not faithful ones: their correspondents are non-adjacent, and unfaithful
in [+continuant] features. Epenthesis applies to prevent a complex onset and separates the
coronal and velar obstruents in the truncated word. Spirantization aso applies where it is
properly conditioned, affecting al and only post-vocaic obstruents, so that the base's [x]
and [t] correspond to [K] and [6], respectively. Identity is not optima in (124); the
markedness constraints that drive epenthesis and spirantization force violaion of
paradigmatic identity requirements.

Infact, thereisno evidence in (123-124) that imperatives are derived from prefixed
imperfectives rather than directly from the underlying root. Since paradigmatic identity is
not decisive, it is not obvious that imperatives enter into an OO-correspondence relation with
imperfectives. There are, however, imperative paradigms that demonstrate the OO-
correspondence relation.  Three misapplication identity effects observed by Prince (1975)
are described in 84.6.1. Onceiit is established that imperatives are truncated versions of
imperfectives, | focus in 84.6.2 on the spirantization facts, and argue thet imperative
morphology triggers an OO,-correspondence relation that is distinct from the OO

correspondence relation in jussive/2fs paradigms. Two OO-Identity constraints on [+cont]
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featuresrank differently in the spirantization hierarchy. The OOzIDENT[CONT] constraint
on jussive/2fs paradigms is high-ranking and forces underapplication of spirantization,
while the OO;-IDENT[CONT] congtraint is low-ranking and alows identity-disrupting
normal application inimperatives paradigms. The two types of truncating morphology are
subcategorized by distinct OO-correspondence relations. Section 4.6.3 considers some of

theimplications of this proposal.

4.6.1 Imperativesare Truncated Words

Under certain conditions, misapplication identity effects are forced by the OO-
Identity constraints on imperative paradigms. Three patterns described by Prince (1975)
show that imperatives are truncated versions of the related imperfective stem, and not smply
generated from underlying roots. Imperatives are faithful to surface properties of the
imperfective, and phonology over- or underapplies.

One misgpplication pattern involves imperatives of glide-initial roots. The
paradigmsin (125) show overapplication of a coaescence process that blends a low vowel
and ahigh glide into along mid vowsel, [ay] --> [E].

(125) Overagpplication of Coalescence

Imperfective Imperative
lya +yda¥/ > ygda¥ da¢ *know'
lya+yseb/ > yesep NeH ‘dwell’

In the imperfective base stems, the low vowe of the imperfective prefix /ya-/ coalesces with
the root-initia glide. Truncatory imperative morphology suppresses the initid CV of the
imperfective, producing a biconsonantal imperative stem. The absence of the root-initia
glide in the imperetive is overapplication — the imperative does not condition coaescence,
since it does not have a prefixal low vowel, but coalescence nevertheless obliterates the root-
initial glide. Very smply, the root-initial glide cannot appear in the imperative because it
does not appear in the imperfective base.
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In Prince's rule-ordering analysis (1975:121ff.), coalescence precedes imperative

truncation.

(126) Rule Ordering: Coal escence Precedes Truncation
UR lya + yda$/

codescence yeda$
truncation da%
Imperative SR da%

If this order is reversed, as in (127a) below, or if imperatives are derived directly from the
underlying root without the imperfective prefix, as in (127b), loss of the root-initia glide is
unexplained. Instead, atriconsonantal imperative is expected.”8

(127)  Failed Rule-Base Alternatives
a Truncation Precedes Coalescence b. Imperative Derived from Root UR

UR lya + yda$/ UR lyda$/
truncation yda$
coalescence
epenthesis yada® epenthesis yada®
Imperative SR *yoda® ImperstiveSR ~ *yoda¥®

In arule-based analysis, imperatives are derived from the related imperfective and not
generated directly from the underlying root because coalescence of the imperfective prefix
and theroot-initial glide has to precede imperative truncation.

In non-serial TCT, imperétives are "derived from" or related to both the input root
and the imperfective output base. The imperatives in (125) are more faithful to the
imperfective base than to the underlying root because constraints on the OO-
correspondence relation outrank 10-Faith constraints.

Without developing a full analysis of the coaescence pattern, it can be shown how
OO-Identity takes precedence over |O-Faithfulness. OO,-DEP hasto be ranked above 10-
MAX ensures that [yedal daf] is a better imperative paradigm than its competitor
*[yedal yodafl], in which the truncated word is more faithful to the underlying root (by
redizing the root-initial glide). To aid in the exposition, these candidates are presented

schematically, with arbitrary subscripts indicating the |0-correspondences between

78  Epenthesis satisfies the undominated ban on complex onsets.
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segments.  OO-correspondences are not explicitly indicated in (128). 10- and OO-
correspondence relations are formally distinct, so a different set of subscripts would be
required to indicate the OO-relations in the optimal paradigm [ya€pndcadie Ocadie] and the
failed paradigm [ya€phOcadie yoOcadiel-

(128) Two Candidate Paradigms

(a) the optimal paradigm  y182,304a5%6 > dgasls
N 0
ly1ap-yadgasSe/ ITRUNC yp - y122-y3dgasTe/
(b) afailed paradlgm y1é2,364a5‘1’6 > y3964a5?5
N N
ly1az-yadaasie/ /TRUNCyp - y1a2-y3d4asie/

The truncated imperative in the failed paradigm in (128b) realizes more of the input string;; it
provides a correspondent for the root-initia glide, and the optimal imperative does not.
However, the truncated word in (128b) has segments without correspondents in the base,
and fatally violates OO;-DEP. Because OO;-DEP >> |O-MAX, the biconsonantal imperative
[daf] in (128a) is more harmonic than triconsonantal *[yada$].79

(129) Truncated Candidates Related to the Base [ygda$] (< UR /ya + yda$/)

OO,-DEP violation IO-MAX violation
a = daf none *** o (yiaz-y3)
b. yodas ** (yo)! * (ap)

Reslization of theroot-initial glide in (129Db) is fata, because the root-initial glide does not
surface in the base [yeda$]. It is better for the truncated word to MAX less of the input
than to realize ssgmentsthat do not correspond to base material .80

The initia [y] glide in the roots in (125) is historicaly [w], so these roots are

members of the I-w class. A smaller set of [y]-initia roots, which are historically 1-y, do not

79 Epenthesis in the truncated word in (129b) violates both OO,-DEP and I0-DEP. The I0-DEP violation
isnot fatal, however, because 10-DEP ranks below 10-MAX to force epenthesis generally in the language.
A third candidate not shown in (127), *[yda{], violates undominated * COMPLEX-ONSET as well as
incurring greater OO,-DEP violation than the optimal form [daf].

The OO-DEP >> |O-MAX ranking plays a similar role in English cluster simplification: because the
root-final coronal nasal is not realized in aword like condemn, it cannot appear in related affixed words like
condemnable, condemning (see §5.3).
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undergo coalescence with prefixal low vowels. No imperatives of |-y roots are attested, but
the analysis predicts that the imperative of an |-y root would realize the root-initia glide and
undergo schwa epenthesis.  If coalescence does not occur in the imperfective (eg.,
[yaay<CVC]), then that root-initial glide should also surface in the related imperetive (eg.,
[ycoCVC]). A similar pattern involving nasa assimilation suggests that this hypothesis is
correct.

The imperatives of the nasal-initid roots in (130a) show overgpplication of nasa-
stop assimilation. Tota assimilation of the root-initial nasa to a following stop is
conditioned in the imperfective stems, so that the underlying string /ya + ntén/ yields
[yittén].81 Truncation of the imperfective's initid CV and word-initial degemination
produce the imperative [ten].82 As in the vowel-glide coaescence case, the truncated form
is faithful to a surface property of its base — if there is no root-initiad nasal in the
imperfective, then there is no root-initial nasal in the truncated word. This is shown in
(130a). When nasal assimilation does not apply in the base, nasals surface in imperative
stems, as shown in (130b). Nasals do not assimilate to gutturals, so the root-initiad nasal
surfaces in imperfectiveslike [yinhag]. And becauseit surfacesin the base, the root-initial
nasal is also realized in the truncated word [nahag].

(130 Nasal-Stop Assimilation

Imperfective Imperative
a /ya+ntén/ > yittén t€n *notén 'give
lya +ngas/ > yigga$ gas *nogas "approach’
b. /ya+nhag/ > yinhag nohag *hag ‘drive; lead
/ya +nhal/ > yinhal nohal *hal ‘obtain property'

A rule-based analysis of (130) would rely on seria ordering: nasal assimilation precedes the
truncation rule, in aderivation similar to coalescence casein (126): /ya + nten/ --> yittén

--> tt&n --> [t&n]. In constraint-based TCT, loss of the root-initidl nasal in (130a) is

81 The change of the prefix's underlying /a/ to /i/ is discussed shortly below.
82 As noted earlier, Tiberian Hebrew orthography does not distinguish geminates from non-spirant
singleton stops. Thus, degemination may or may not apply in the imperative [ten].
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overgpplication of nasa-stop assmilation. The crucia ranking is again OO,-DEP >> |O-

MAX. The constraint against against complex onset clusters, which is never violated in

Tiberian Hebrew, also playsarole.

(132) Truncated Candidates Related to the Base [yitten]

*CMPLX-ONS O0O,-DEP 10-MAX
a tten *1 ** (ya)
b ntén *1 ** (ya)
c. totén * (9)! ** (ya)
d notén * (9)! ** (ya)
e T tén *** (ya-n)

The ranking OO,-DEP >> IO-MAX dictates that loss of the root-initia nasal (131le) is

preferred to realizing it before an epenthetic vowel .83

When nasal assimilation does not take place in the base, the truncated word is

required to provide a correspondent for the root-initial nasal. OO,-MAX forces redization

of the nasal in the truncated word.84

(132)  Truncated Candidates Related to the Base [yinhag]

*CMPLX-ONS | OO-MAX 00,-DEP |0-MAX
a nhag | = (yi) ** (ya)
b.= nohag = (i) " (9) ** (ya)
C. hag *** (yin) ! *** (ya-n)

Because OO,-MAX dominates OO,-DEP, redization of base segments is preferred, even
when epenthesisis required to accommodate them in the truncated word.

Both the nasal assmilation case and vowel-glide codescence case show that
underlying consonants can be redized in imperetives only if those consonants have
correspondents in the imperfective base. OO,-DEP >> |O-MAX forces this result.

Moreover, if aroot consonant appears in the imperfective, it must have a correspondent in

83 |f degemination does not apply in this case, so that the optimal imperative is [tt&n] instead of [ten],
then *COMPLEX-ONSET is dominated by OO-MAX (or OO,-MAX-MORA or OO-IDENT-C-WEIGHT,
depending on how one analyzes gemination and faithfulness to consonant length; see, e.g., Morén, 1997)).
84" |O-MAX istoo low-ranking to force the nasal to appear; recall that OO;-DEP dominates |0-MAX.
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the imperative, even when this entails identity-disrupting epenthesis (because OO-MAX >>
OO,-DEP). Clearly, if the imperative mimics surface properties of the imperfective, there
must be an OO-correspondence relation between them. One more misapplication identity
effect noted by Prince (1975) cements this result.

Imperative truncation shows underapplication of a process Prince calls A-to-l (also
known as the Barth-Ginsberg Gesetz), which raises alow vowd to a high front vowd in
initial closed syllables. A-to-| affects the imperfective prefix /ya-/ in stems like [yixtov]
(< /ya - ktob/) and may also affect root materid, as in perfectives like [giddel] ‘magnify’
or [limmad] ‘teach’ (cf. the imperfectives in (133)). Imperatives are the only words that
fail to undergo A-to-l and surface with low vowels in initid closed syllables. Instead of
obeying the A-to-l congtraints, imperatives are faithful to vowel qudity in the imperfective.

(233) Underapplication of A-to-I

imperfective imperative
yogaddel gaddel *giddel ‘magnify’
yolammed lammed *limmed ‘teach’

A-to-l underappliesto preserve paradigmatic identity — because A-to-l is not conditioned in
the imperfective base, where the low-vowel isnot in an initia closed syllable, A-to-l falls to
apply in the truncated imperative.

Full analyses of the identity effects in imperative paradigms are not presented here
because they are relatively complex, and they would not add anything new to the TCT
proposal. Itisclear that misapplication is produced by high-ranking constraints on an OO-

correspondence relation governing imperfective-imperative subparadigms.

4.6.2 Spirantization in Truncated Imperatives

The OO-correspondence relation that links imperatives and imperfectives is not the

same as the OO-relation in jussive/2fs truncation paradigms. The spirantization facts
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demonstrate this85 Unlike jussive/2fs truncation, where spirantization underapplies,
imperative truncation sacrifices OO-Identity to the spirantization constraints. All and only
post-vocaic segments are spirantized in imperatives, no matter what effect this has on
identity with the imperfective base. In (134), two out of three pairs of corresponding

obstruents do not agree in continuancy.

(134) Imperative Truncation
00l dentity
yixtop > koB0p
N N
lya-ktob/ /TRUNCyp - ya-ktob/

Spirantization applies normaly in imperative truncation. The top-ranked spirantization
constraint *\VV-SToP is satisfied, and the context-free constraint * SPIR is minimally violated,
even when this entails violation of OO,-IDENT[CONT].

(235) Normal Application of Spirantization in Imperative Truncation

*V/-STOP >> * SPIR >> OO)-IDENT[CONT], |O-IDENT[CONT]
candidate (8) [yik6of ko0of]
candidate (b) [yixtof xotdf]
& candidate(c) [yixtof ko00f]
Recursion (A)

Iya - ktob/ *V-STOP | *SPIR 00- 10- >>
IDENT[CONT] | IDENT[CONT]

a yik0of *! ¥ **

b. yixtof *x **

C. & yixtof ¥ ¥

Recursion (B)

>> T ITRUNCiyp- ya - *V-SToP | *SPIR OO- IDEN!I'([)(;ONT]
Ktob/ IDENT[CONT]
a. koBop ¥ ¥
b'.  xotop *1 * *
c. & er(_)[s * % * % * *

85 The epenthesis facts do not make the same argument, because epenthesis is forced by a different
markedness constraint in each truncation pattern — *COMPLEX-CODA drives the epenthesis that
underappliesin jussive/2fs truncation, and * COMPLEX-ONSET induces epenthesis in imperatives.
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In (1358) and (135b), corresponding segments in related words agree in continuancy.
Paradigm (135a) satisfies the OO-Identity constraint by underapplying spirantization in the
base, which fatally violates *V-STOP in the dominant recursion of constraints. Candidate
paradigm (135b) satisfies OO-IDENT[CONT] by both over- and underapplying
spirantization in the truncated word: the root-initid velar is spirant but not post-vocalic
(overapplication) and the medial corona is apost-vocalic stop (underapplication). The *V-
Stopviolation isfatal to (135b). Optimal (135c¢), in which correspondents are not identica,
violates OO-ldentity to satisfy dominant *V-Stop.

In (135) it is not possible to demonstrate that OO;-IDENT[CONT] ranks below
*SPIR, because OO-Identity cannot be satisfied without violating *VV-Stop. But a different
imperative paradigm can establish this ranking. In imperatives of the glide-initid roots
discussed earlier, coalescence of the glide with the low vowe of the imperfective prefix
yieldsimperfectives like [ygda$], with a media post-vocalic spirant. Truncetion dters the
environment of this base's spirant: its correspondent in the truncated version [da¥] is word-
initial and astop. Identity in the paradigm is sacrificed to limit marked spirantization.

(136)
*V-STOP >> *SPIR >> OO|-|DENT[CONT], |O-|DENT[CONT]

candidate (a) [yeda$ oaS]

& candidate(b) [yeda$ daS]

Recursion (A)

Iya - yda$/ *V-SToP | *SPIR 00- 10- >>
IDENT[CONT] | IDENT[CONT]
- * *
a yeoas
b. = ygdal * *
Recursion (B)
>> /TRUNCIMP' ya- ydaS‘/ *V-STOP *SPIR OO|‘ 10-
IDENT[CONT] | IDENT[CONT]
a. o0a *1 *
b'. & da$ *

Both candidates satisfy *V-STOP. Overapplication of spirantization in the truncated word
in paradigm (1368) satisfies OO,-IDENT[CONT], but fatally violates dominant *SPIR. To
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minimize marked spirantization, the optima paradigm (136b) has non-identical
correspondents. In imperatives, * SPIR violation can be compelled only by *V-Stop, and

not by the lower-ranked OO, -Identity constraint.

4.6.3 Two Distinct OO-Correspondence Relations

Imperative truncation and jussive/2fs truncation behave differently with respect to
post-vocalic spirantization: in jussive and 2fs stems spirantization underapplies, while in
imperatives spirantization applies normdly. If they show different surface patterns,
jussive/2fs truncation and imperative truncation must be ruled by distinct grammatical
principles (e.g., ranked and violable constraints). My proposd is that the two classes of
words behave differently because they are governed by distinct OO-correspondence
relations. Thus, the Tiberian Hebrew grammar includes three faithfulness constraints on the
[+continuant] feature, each proper to a distinct faithfulness relation. 10-IDENT[CONT]
coexists in the ranking with the OO IDENT[CONT] constraint on jussive/2fs truncation and
the OO,-IDENT[CONT] constraint on imperative paradigms.
(237) Spirantization

OOj-ID[CONT] >> *V-STOP >> * SPIR >> OO;-ID[CONT], 10-ID[CONT]
The spirantization markedness constraints *V-STOP >> * SPIR dominate |0-IDENT[CONT],
and post-vocalic spirantization isthe canonica pattern in the language. High-ranking OO
ID[CONT] ensures that jussive and 2fs stems are faithful to their bases stops, even if the
stop is post-vocalic in the truncated word. Truncated imperatives have spirants always and
only in post-vocalic context because OO;-ID[CONT] is bottom-ranked, along with 10-Faith.

Differentiating faithfulness relations between different types of strings — eg.,
distinguishing input-output (I0) from base-reduplicant (BR) and output-output (OO)
relations — is the basic premise of McCarthy's & Prince's Correspondence Theory. This
ideaistaken a step further with the proposal that distinct OO-correspondence relations can

be ingtantiated in the same grammar. Reduplication sets a precedent for distinguishing
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multiple relations of the same basic type. Urbanczyk (1995, 1996) demonstrates that two
different reduplications in Lushootseed are governed by distinct BR-correspondence
relations (see §1.3.3 above). In this language, diminutive reduplication copies only the
initid CV of the base string; fuller copying is prevented by the ranking NOCODA >>
BRpjm-MAX. Didtributive reduplication, in contrast, copies a CVC string, so its BRp,sr-
MAX constraint must outrank NOCODA. The two reduplicants invoke distinct BR-
correspondence relations with distinct MAX constraints. My analysis of Tiberian Hebrew
draws the same conclusion: the two truncations in Tiberian Hebrew invoke two distinct OO-
correspondence relations, governed by distinct OO-Identity constraints.

Drawing on Generalized Template Theory (McCarthy & Prince, 1994b), Urbanczyk
atributes the distinction between the two Lushootseed reduplicants to morphology:
diminutive reduplication has the canonical CV affix shape, while distributive reduplication is
a canonical CVC root. The idea is that each reduplicant invokes a digtinct BR-
correspondence relation because they are morphologicaly distinct. No similar
morphologica argument can be made about paradigms. Distinct OO-correspondence
relationsin the same language are not necessarily correlated with morphological features or
types. In Tiberian Hebrew, the distinction between imperative truncation and jussive/2fs
truncation is, from amorphological point of view, entirely arbitrary. Neither class can have
its phonological behavior explained morphologically because they are too similar; both are
truncated words containing root (and sometimes affixal) material. This suggests that the
morpheme-class phenomenon in Tiberian Hebrew is purely phonological; that is, jussive/2fs
stems and imperatives stems belong to distinct phonological classes. Under the present
proposal, phonological classhood gets a phonological explanation: words formed with
different morphemes subscribe to different phonologica patterns smply because they are
governed by different faithfulness relations.

In the limit, TCT allows morpheme-specific phonological behavior. However, it is

rarely the case that each morpheme in a language is associated with a unique phonological
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pattern. Instead, there appear to be two basic types: languages in which a small number of
morphemes pattern apart from the mgjority, as in Tiberian Hebrew and Javanese (Benua,
1997a), and those in which all affixal morphemes fall into a small number of classes, as in
English (86) and other Germanic languages, Kannada (Aronoff & Sridhar, 1983) and
Hausa (Newman, 1986). The tendency is to limit the number of distinct faithfulness
relaionsinstantiated in alanguage, and hence to limit the number of possible phonological
patterns. It is clear that learnability demands this: the more OO-correspondence relations
instantiated, the greater the number of distinct phonological patterns, and the harder it is for
the learner to master the grammar.

In the faithfulness-based analysis of morpheme classhood, a grammar consists of a
single total ordering of constraints. There are no subgrammars or levels of derivation.
Class behavior results from distinct faithfulness constraints, rather than distinct constraint
rankings. The subgrammar dternative is explored in the following section. Asin §3.5
above, | make the case that the TCT proposa is more internally consistent and more

empirically predictive than subgrammar theory.

4.7  Serid Alternatives
This section considers possible analyses of Tiberian Hebrew misapplication that
rely on serial ordering in the derivation of truncated words. Section 4.7.1 presents a rule-

based theory of the truncation patterns, and 84.7.2 discusses a serial OT analysis.

471 Rule-Based Theory
The Tiberian Hebrew truncations entail a complicated set of rule-orderings, with two

truncation operations ordered among the phonological rules (see Prince, 1975). In arule-
based analysis, phonological processes that over- or underapply in truncated words have to
take place early in the derivation, before the truncation operation. By the time truncation

creates the rule's conditioning environment, it is too late for the rule to apply (in

-155-

underapplication) or it is too late for the early rule to be undone (in overapplication).
Processes that apply normally in truncated words are ordered after the truncation rule.

Given thislogic, imperative truncation is an early rule, and jussive/2fs truncation is a
late rule. Imperative truncation precedes epenthesis and spirantization, so these rules apply
normally in imperative stems. But imperative truncation is ordered after other phonological
rules, including vowel-glide coalescence (ay --> €), nasal assmilation (nt --> tt) and the

rule that changes [a] to [i] in initid closed syllables, since these processes misapply in

imperative stems.
(138) Input lya-ktob/ lya-yda$/ /ya-lammed/
cod escence yeédas
A-to-l yiktob
Imperative truncation ktob da¥ lammed
epenthesis kotob
Spirantization ko003 - -
Output ko003 da¥ lammed
‘writel' ‘know!" learn!”

Thefirst derivation in (138) shows the normal gpplication of epenthesis and spirantization:
the imperative ‘write!" has no complex syllable margins and spirants appear aways and only
in post-vocalic context, because the epenthesis and spirantization rules apply after truncation
creates their conditioning contexts. The other derivations show misapplication. The second
column shows that overgpplication of vowel-glide coaescence results from ordering the
coalescence rule before truncation: coaescence eliminates the root-initial glide before
truncation suppresses the initiadl CV, producing the biconsonantal imperative [da%]. The
third derivation shows underapplication of the A-to-I rule: because it precedes truncation, A-
to-I cannot apply after truncation derives alow vowe in aninitia closed syllable.
Thefind-V truncation that marksjussives and 2fs stems happens at a later point in
derivetions, after the epenthesis and spirantization rules. As a result, epenthesis and
spirantization underapply in jussives and 2fs stems: by the time truncation creates their
conditioning contexts, it is too late for these rules to apply. However, epenthesis actudly

does occur in jussive/2fs stems under certain conditions. Two specia epenthesis rules are
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required, one that inserts a vowe between consonants thet rise in sonority, and one that

breaks up guttural-consonant sequences.

(139) Input lya-sbe/ lya-gle/ [samaS-fi/
general epenthesis
spirantization yiyle
Jussive/2fs Truncation yisb yiyl $amaSt
sonority-based epenthesis yiyel
guttural-C epenthesis $amaSat
Output yisb yiyel $amafat

"let him take captive' 'let him uncover' 'you (f) heard'

Epenthesis fails to apply in the first column of (139) because the general epenthesis rule,
which prevents al complex syllable margins, precedes and is blind to the truncation rule.
The general epenthesis rule does not apply in the second and third columns of (139) either,
but in these cases, the specid epenthesis rules are triggered by truncation, so that rising-
sonority and guttural-obstruent codas are eliminated. Underapplication of spirantization is
shown in the third column: the epenthesis rule that prevents guttural codas inserts a vowe
before the word-final obstruent, but it is too late for spirantization, and a post-vocalic stop
surfaces. Putting (138) and (139) together givesthe following rule ordering.
(240) Rule-Ordering

coalescence, nasal-assimilation, A-to-|

imperative truncation

general epenthesis

Spirantization

jussive/2fstruncation

sonority-based epenthesis, guttural-C epenthesis

This ordering theory has some complications. One has to do with the rule that

epenthesizes a vowe in guttural-consonant sequences. @ --> a /guttural __ C. This rule
does the work of the CODA-COND in the constraint-based analysis, preventing guttural
codas.86  Theinteresting problem isthe interaction of the post-guttural epenthesis rule and

the spirantization rule. Guttural codas are dispreferred throughout the language, and the

86 The formulation of this ruleis very rough. Like the CODA-COND, the guttural-C epenthesis rule has
to be blocked if the guttural can be both root-final and syllable-final (a dominant ANCHOR constraint has
this blocking effect in the constraint-based theory). There are two ways to achieve this with rules. The
structural description of the rule can be elaborated such that it applies only when the guttural is not root-
final: @-->a /guttural __ C]root- An aternative is to posit another rule to delete epenthetic vowels when
the guttural is root-final: a --> @ /guttural]Root __-
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guttural-C epenthesis rule applies generaly, to both truncated and non-truncated words.
However, only truncated (jussive/2fs) words show underapplication of spirantization after
epenthetic vowels inserted by this rule. In non-truncated words, obstruents that follow
epenthetic vowels are properly spirantized, as in [ya.ha.§ox] (< /ya-hpok/) 'he will turn'.
The ordering in (140) predicts the underapplication shown by truncated words: by the time
guttural-C epenthesis inserts a vowd, it is too late to spirantize the following stop. The
normal application of spirantization in non-truncated words requires the spirantization rule
to apply again, after guttural-C epenthesis, to produce [ya.ha.$ox] instead of *[ya.ha.pox].
It is unclear why truncated jussive/2fs stem do not also undergo this second pass of the
spirantization rule.

The other specia epenthesisrulein (140) is truly a special rule, which applies only
to truncated jussive/2fswords. This sonority-based epenthesis rule eliminates tautosyllabic
rising-sonority clusters, and since dl coda clusters are prohibited in non-truncated words,
the sonority-based rule has effect only in truncated jussive/2fs stems. This rule is
essentially a late clean-up of the derivation, eliminating a certain subset of clusters created
by the jussive/2fs truncation rule. But note that this late clean-up role is inconsistent with
the universal content of the sonority-based epenthesis rule, which has the centra job of
prohibiting auniversally highly-marked structure, rising sonority codas. It issurprising that
such afundamental rule of syllable structure could be ignored for so much of the Tiberian
Hebrew derivation.

A similar problem concerns the spirantization rule. Post-vocalic spirantization is an
automatic rule (the only exceptions are truncated words). It applies across the board, even
between words. By the standard criteria of Lexica Phonology, spirantization should be a
post-lexical rule, and unable to interact with word-forming morphology. Nevertheless, the
data show that spirantization takes place relatively early in the derivation, and is followed by

both morphologica and phonological rules.
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This objection can be stated more generally: the Tiberian Hebrew truncation patterns
require an arbitrary ordering of rules. This arbitrariness is undesirable, because ordering
theory gtrives to find natural expressions of relations among phonological processes.
Constraint ranking, on the other hand, isinherently arbitrary. In OT, there is no expectation
that a process that applies between words is unable to interact with word-formation
morphology or is required to be exceptionless. In atheory of ranking, any constraint may
outrank, and potentially obscure the effect of, any other constraint.

| conclude that the rule-based analysis of Tiberian Hebrew truncation has both
mechanical and conceptual shortcomings. It clearly does not improve on the TCT proposal.
| turn next to a constraint-based theory that retains the basic premise of the rule-based

model, that over- and underapplication are products of derivational ordering.

4.7.2 Serid Optimality
In aseria elaboration of OT, the output deemed optimal by one subgrammar can be

input into a second level of derivation, which differs from the first in its constraint ranking.
As discussed in some detail in 83, seriadl OT models misapplication identity effects by
deriving the base word & the first level of derivation, and using that output as input to a
second level of derivation, where the complex word is evaluated. Faithfulness is promoted
in the second subgrammar, so that the derived word isfaithful to its base.

Tiberian Hebrew would have a first level of derivation in which complex codas are
prohibited by a ranking of * COMPLEX-CODA >> DEP. If dl non-truncated words are
derived a thislevel 1, then al non-truncated words will show epenthesis instead of complex
codas. Truncated jussive/2fs stems are evauated at alater level of derivation, which has the
opposite ranking of DEP >> *COMPLEX CODA. Because the faithfulness constraint is

promoted, epenthesisfailsto apply in these truncated words.
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(242) Serial OT: Re-Ranking Faithfulness

Levd 1. *COMPLEX-CODA >> DEP

[sipr/ *COMPLEX-CODA DEpP
a sedr *1

b. = s&.¢or *
lya- $be/ *COMPLEX-CODA | DEP
a yi.50.be *1
b.= yis.be

Levd 22 DEP>>*COMPLEX-CODA

[yi$.b&] + TRUNC DEP *COMPLEX-CODA
a yi.3eb *|
b. = yish *

Promotion of the faithfulness constraint at the second levd of derivation produces the
underapplication of epenthesisin truncated words.

A full seriadl OT andysis of the Tiberian Hebrew truncation data requires two
distinct non-initial levels of derivation. Schematically, the system of subgrammars in
Tiberian Hebrew looks something like (142). At the first level of derivation, non-truncated
words would be evaluated against a constraint-ranking. Some outputs of this level are input
into level 2A, where imperative truncation tekes place. Other outputs of level 1 areinput into

level 2B, where jussive/2fs truncation takes place.

(142)  Serid Optimdlity

Leve 1
Non-truncated words
(including imperfective bases)

/ \
/ \
Leve 2A Leve 2B
Imperative truncation Jussive/2fs truncation

Each subgrammar consists of a different constraint ranking. At Level 1, all processes apply,

including epenthesis, spirantization, A-to-l, vowe-glide codescence, and so on. The
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markedness constraints that drive these processes outrank faithfulness at Level 1. At Leve
2A, where imperative truncation takes place, faithfulness dominated by epenthesis and
spirantization constraints, producing normal application of these processes, but promoted
above the A-to-l, codescence and nasal assimilation markedness constraints, forcing these
processes to misapply in truncated imperatives. At Level 2B, faithfulness is promoted above
the epenthesis and spirantization constraints, producing underapplication of these processes
in jussive/2fs stems.

The differences between the levels of derivation are in the ranking of faithfulness
constraints; none of the various surface patterns requires a unique ranking of markedness
constraints. But given that this theory is based on constraint re-ranking, it is unclear why
faithfulness constraints can change rank between levels but markedness constraints cannot.
The undesirable consequences of alowing markedness constraints to re-rank between levels
were reviewed in some detail in the Sundanese case study, and | will not repeat them here. It
is sufficient to note that seria OT leaves the Smilarities between the Tiberian Hebrew
subgrammars unexplained.

The Tiberian Hebrew case requires a more complicated subgrammar structure than
the Sundanese case does. In Sundanese, just two levels are necessary, and these levels are
in a smple feeding order: the output of Level 1 isinput to Level 2. Tiberian Hebrew
requires (at least) three distinct levels of derivation. Moreover, two of the three are not in a
feeding order: words derived at Level 2A have nothing whatsoever to do with words derived
a Leve 2B. Allowing a proliferation of levels, which may or may not interact with one
another, increases the indeterminancy of the serial OT model.

TCT obviates these typologica problems by evaduating al words against the same
fixed ranking of constraints. Consistencies among the surface patterns observed in a
language, and ways in which they differ, fal out naturaly if multiple sets of faithfulness

constraints coexist in a markedness ranking.
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48  Summary

| dentity-driven misapplication in Tiberian Hebrew is sensitive to both phonological
and morphologica context. The underapplication of epenthesis responds to phonological
context, in that underapplication fails if it would produce a structure that is too highly
marked, violating the universdly highly-ranked SON-CON congtraint, or the language-
particularly high-ranking CODACOND against gutturals. The misapplication identity effects
are also senstive to morphology, in that different processes misapply in different
morphologica classes of words; imperatives behave one way, and jussive/2fs stems behave
differently. | proposed that phonology is made sendtive to morphology by way of the
subcategorization mechanism: OO-correspondence relations subcategorize the language's
morphology. Paradigms constructed by each class of morphemes (or morphologica
operations) are governed by an OO-correspondence relaion, and each OO-correspondence
relation is governed by its own set of OO-Identity constraints. As aresult, different classes
of words show different surface patterns. Further support for this proposal comes from the

study of English affixed words presented in the next chapter.
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CHAPTERS
ENGLISH

51  Introduction

Morphologically-complex words of English show a number of transderivationa
identity effects, involving both over- and underapplication of phonological aternations.
Affixesin English fal into two groups: class 1 (-al, -ate, -ic, -ity, -ous, in- etc.) and class 2
(-able, -er, -ful, -ist, -ness, un-, etc.) (Siegel, 1974). These classes are distinguished by the
surface phonologica patterns of the words that contain them; that is, words with class 1
affixes and words with class 2 affixes behave differently. Both classes show misapplication
identity effects, but different ones: words with class 2 affixes are highly faithful to their
bases, copying main stress and various derived segmental properties, while words with class
1 affixes are less faithful, and copy their bases only in the placement of nonprimary stress
feet. Two distinct OO-correspondence relations are instantiated in English, each associated

with an affix class.

(243) Two OO-correspondence Relations

a Class1 damn damnation b. Class2 damn damning

OO;-ldentity OO,-ldentity
[deem] > [demney$an] [deem] > [demin]
0 ™ ™ 0
/demn/ /deemn + eySan/ /demn/ /deemn + g/

Class 1 affixes like -(a)tion trigger an OO;-correspondence relation, and class 2 affixes like
-ing are subcategorized by an OO»-correspondence relation. Each relation is governed by a
set of identity constraints: OO1-ldentity constraints evauate class 1 paradigms (damn

damnation) and OO,-Identity constraintsrule class 2 paradigms (damn  damning). Both
sets of OO-Identity constraints are ranked in the English hierarchy of markedness and 10-
Faith congtraints. When analogous OOs-ldentity and OOo-ldentity constraints have

different rank in the grammar, the two classes of affixed words pattern differently .87

87 This case study deals with affixation only. Other modes of morphological derivation, such as
compounding or truncation, are not discussed. | have not made a study of English compounding, but my
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The reliable diagnostic of an affix's class membership is the phonology of the words
it appearsin. The familiar descriptions are that class 2 affixation is invisible to stress (or
"stress-neutral") and similarly irrelevant to other phonological rules, while class 1 affixation
is "stress-affecting” and subject to a variety of segmental dternations. In the analysis
proposed here, these facts follow from the high rank of OO2-ldentity and the low rank of
OOs-ldentity constraints. For example, the base of the subparadigms in (143) damn
cannot realize its coronal nasal [n] for syllabification reasons. This [n] aso fails to appear
in the class 2 affixed word damning, even though it could be accommodated in its syllable
structure (see Marchand, 1960; Borowsky, 1986, 1993). The[n] isnot redized in damning
simply because it has no correspondent in the base damn.  OO,-Identity is high-ranking
(above 10-MAX), and deletion overapplies in the affixed word. Class 1 affixation is
different, because OO;-Identity is lower-ranked. A word like damnation can and does fit
theroot-fina [n] into its syllable structure, in spite of the violation of paradigmatic identity
(see §5.3.2).

Identity is violated in the class 1 paradigm damn  damnation, so this example
provides no evidence of the OO1-correspondence relation. But other class 1 paradigms
demonstrate an identity effect in stress placement produced by high-ranking OO1-1dentity
congtraints.88 Main stressin English appears on a heavy penult, else on the antepenultimate
syllable. Secondary stress iterates from the left edge, creating initia dactyls in words like
Lollapal 60za, Tatamagéuchee, abracadabra, where three light syllables precede the main
stress. Words with class 1 affixes disobey the secondary stress generaization. In
origindlity, aristocratic, municipdlity, secondary stress appears on the second of three light

pre-tonic syllables, rather than the first, because main stress appears on the corresponding

intuition is that it shows many of the same surface patterns as class 2 affixation, which suggests that
compounding triggers the OO»-correspondence relation. Diminutive truncation in English also patterns
with class 2 affixation (see Benua (1995) on the behavior of truncated and class 2 affixed words with
respect to eetensing in certain English dialects).

8" The description of English stress presented here follows on Burzio's (1994) more thorough
investigation. Burzio proposes that stress patterns in complex words are driven by principles of ANTI-
ALLOMORPHY, which demand that related words have similar stress. Burzio has a different theory of
prosodic organization, but my account essentially recapitul ates his characterization of the facts.
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vowed in the relevant base word: origin, aristocrat, municipal. OOj-lIdentity takes
precedence, and the leftward alignment of secondary stress underapplies.

Class 2 affixation is stress-neutral, or invisible to stress. Main stress is attracted to
theright edge of the word, but in class 2 paradigmslike parent  parenthood and liberal
liberally, stress does not appear farther right in the suffixed word than it does in the base.
Identity in the paradigm is more important than rightward alignment of main stress. In 85.2
| propose that stress identity is enforced by OO-ANCHOR congtraints, which require
correspondence of the edges and heads of feet, in competition with (PCat-PCat) Alignment
congtraints, which demand right- or left- alignment of feet in their prosodic words. In
stress-neutral class 2 afixation, OO2-ANCHOR >> ALIGN(PrWd, R, Ft, R) and identity
takes precedence over rightward foot alignment. Wordsin class 1 paradigms are made less
aike by arightward "shift" in main stress (6rigin  original, eléctric  ectricity) because
ALIGN-R >> O01-ANCHOR, but they preserve identity of prosodic structure where they can,
in secondary stress footing, because OO1-ANCHOR dominates a left-alignment constraint.
An abbreviated stress hierarchy isgiven in (144).
(144) English Stress

OO2-ANCHOR >> ALIGN-R(PrWd, Ft) >> O01-ANCHOR >> ALIGN-L(Ft, Prwd)

The ALIGN-R >> ALIGN-L ranking established by the intervention of OO1-ANCHOR is
confirmed by the canonical English stress pattern: in words like américa (*america) or
calliope (*clliope) stressis peninitial because ALIGN-R >> ALIGN-L.89 As expected, OO-
Identity constraints interact with an independently motivated constraint hierarchy. Simplex
words and class 1 affixed words reflect the same ALIGN-R >> ALIGN-L ranking because al
English words are generated by the same grammar.

In the stress hierarchy in (144), an OO2-ldentity constraint outranks the analogous

OO;-ldentity constraint. The paradigms in (143) show the same relative rank of the two

89 A NONFINALITY constraint not shown in (144) prevents stress from appearing any farther to the
right: in the failed candidates *america, *calliope the word-final syllable is (fatally) parsed into a stress
foot (see §5.2).
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kinds of OO-Identity constraints: OO-DEP outranks the constraints that derive word-final
cluster simplification, forcing overapplication in damn  damning, while OO;1-DEP ranks
below the cluster constraints and identity is sacrificed in damn  damnation. The high
degree of faithfulness in class 2 affixation has led previous analysts to propose that stems
are somehow "closed off" to class 2 affixation, and identity effects in class 2 paradigms are
familiarly described as CLOSURE EFFECTS. The basic ideais that the stem adjacent to a
class 2 dffix is a phonologically complete word. | adopt this terminology and describe
cluster smplification and similar class 2 misapplication cases as closure effects, but | reject
the notion that there is any kind of phonological closure. The string adjacent to a class 2
affix looks likeaword inisolation — that is, phonology applies as if the class 2 affix were
not present — because high-ranking OOo-Identity forces the affixed word to mimic derived
properties of its base. By the same logic, class 1 &ffixes are visible to the phonology
because OO;-Identity constraints are lower-ranked. There is no structura or derivationa
closure of stems before class 2 affixes; the differences between class 1 and class 2
paradigms follow solely from the rank of the relevant faithfulness constraints.

Affix classhood is a purely phonological phenomenon: determining what class an
affix belongs to simply requires checking to see whether or not stress and segmenta
aternations misapply. Attempts to relate class membership to inherent properties of the
affix, such asits etymology, morpho-syntactic features or prosodic shape, are unsuccessful.
The traditiond Latinate/Germanic ditinction does not correlate with class membership:
class 1 -ous and class 2 -ment are both Latinate, and class 1 -al can attach to either Latinate
roots (lingual) or Germanic roots (postal) (Marchand, 1960). Morphosyntax is also an
inadequate diagnostic, since affixes of either class can mark the same category or serve the
same grammeatical function: class 1 nominalizing -al exists alongside class 2 nominalizing -
ness, and class 1 plural -en coexists with class 2 plurd -s (cf. Kiparsky, 1982a). Also,

affixes of elther class can be prosodically subminimal, lacking an onset consonant (class 1 -
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ic, class 2 -er) (cf. Lamontagne & Sherer, 1993). Inherent properties of the affix do not
predict its class membership.90

Membership in a phonologica class is arbitrary, and the primary diagnostics of
class membership are the misapplication patternsin paradigms. My proposd is that affixes
are subcategorized by one of two distinct OO-correspondence relations, dubbed OO1-
correspondence and OO»-correspondence. The strong claim is that al correlates of affix
class membership follow from the rank of the constraints on the two OO-correspondence
relations. Two robust correlates of affix classhood in English, stress patterns and segmental
closure effects like cluster simplification, are analyzed in 85.2 and 85.3, respectively. A
third diagnostic is the affix's (in)ability to attach to bound roots. Class 1 affixes can
concatenate with morphologically-bound materia (electr-ic, con-cept-ion), and class 2
affixes cannot (*electr-ness, *con-cept-hood). In 85.4 | argue that this is an aggressive
closure effect, produced by the same OO»-DEP >> |0-MAX >> OO;-DEP ranking
implicated in cluster smplification. Words with class 2 affixes cannot redlize materia that
isnot also present in the base, and class 1 affixed words can. A bound root cannot stand
aoneasalicit word, and when abound root isinput to the grammear it is assigned a null or
empty output string (the "null parse”; Prince & Smolensky, 1993). The OO2-DEP >> |O-
MAX ranking forces class 2 words to be similarly phonologicaly null. Class 1 affixes are
permitted to atach to bound roots by the IO-MAX >> O0;-DEP ranking, which makes
redlizing the underlying string more important. Thus, the affixation-to-a-bound-root
diagnogtic, like the stress and closure effect diagnostics of classhood, follows from the
relatively high rank of OOo-Identity and the relatively low rank of OO1-ldentity constraints.

Most previous accounts of affix class behavior in English and other languages can
be described, in two overlapping groups, as representational and seria theories. SPE
(Chomsky & Halle, 1968) and work that followed it (Siegel, 1974; Allen, 1978) made the

90 The distinction between inflection and derivation, if it is relevant to formal theory at all, does not
correlate with phonological classhood. Derivational morphology can be either class 1 or class 2, and
inflectional morphology can too (e.g., class 1 plural -en and plura -s).
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representational assumption of boundary markers: the '+' boundary appears between a class
1 affix and its stem, and a '# boundary occurs in class 2 affixation, and phonological rules
are sengitive to these symbols. Other representational proposals have connected affix class
behavior to morphological or phonologica constituency. Selkirk (1982, 1984) invokes
morphological domains, proposing that class 1 affixes attach to roots and class 2 affixes
attach to words, and phonological processes target the root or word domain. Strauss
(1982), Guerssel (1983), Sproat (1985) and Orgun (1995, 1997) make similar proposals in
which phonologica processes are made sensitive to morphologica bracketing or syntactic
congtituent structures. Halle & Vergnaud (1987ab) offer a somewhat more abstract
representationa theory, in which class 1 (cyclic) affixes invoke a separate phonological
plane, while class 2 (noncyclic) affixes appear on the same plane as the stem, and
misapplication results in the merger of planes (see dso Hale & Kenstowicz, 1991).91
Another group of representational theories focuses on prosodic domains, holding (roughly)
that class 1 affixes are indide, and class 2 &ffixes are outside of the stem's prosodic
congtituent structure. Because they are prosodically separate from the stem, class 2 affixes
are irrdlevant to the application of phonologica rules (eg., Liberman & Prince, 1977;
Aronoff & Sridhar, 1983; Sproat, 1985; Inkelas, 1989; Moltmann, 1990; McCarthy &
Prince, 1993b; Cohn & McCarthy, 1995; Cole, 1995; Merchant, 1997). In these analyses,
"closure" of asteminside aclass 2 affix is PROSODIC CLOSURE.

A second line of analysis, often employed in conjunction with the first, is serialism.
Starting with Siegel (1974), it is commonly held that class 1 affixes attach early in the
derivation, before phonological rules apply, and class 2 affixes attach later, after phonology
has aready taken place. Thisis one of the fundamental premises of Lexicd Phonology
(Pesetsky, 1979; Kiparsky, 1982ab, 1985hb; Mohanan, 1982, 1986; Strauss, 1982; Rubach,
1984; Halle & Mohanan, 1985; Borowsky, 1986, 1993; among others). In a Lexica

91 |nHalle & Vergnaud's system the misapplication of stress in class 1 words is produced by a rule that
copies the stem's stress onto the class 1 affix's plane. Misapplication in class 2 paradigms is formally
different, in that it is the product of cyclic rule application on a single plane.
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Phonology analysis of several misapplication identity effects in English (including the
cluster simplification case) Borowsky (1993) proposesthat class 2 affixation takes place a
the end of the lexica phonology, after al word-level processes have applied. Thus,
phonological closure is DERIVATIONAL CLOSURE. Class 2 affixes are invishle to
phonology because they are attached after the phonologica derivation is complete.

TCT accounts for affix class behavior without representational or serid
assumptions. Both kinds of affixes can be prosodicaly integrated into the stem, and al
words can be derived in parald, without intermediate stages. The differences between class
1 and class 2 words follow from the rank of identity constraints on two distinct OO-
correspondence relations.

One of the advantages of this proposdl is that it gives a unified analysis of "leve-
ordering” and "true cyclicity". In the terminology of Lexica Phonology, the cluster
smplification facts in (143) are a product of level-ordering: class 1 affixes enter the
phonology at level 1 and bleed the deletion rule, while class 2 affixes appear at leve 2, after
deletion has aready applied. Misapplication of secondary stress in class 1 words like
origindlity has to get a separate treatment, because al pieces of this word (the root and two
class 1 affixes) are avalable a level 1. Therefore, two rule types are posited: cyclic rules,
which apply repeatedly in the same leve, and non-cyclic rules, which apply once, after dl
morphemes of that leve have been introduced. Misapplication in class 1 words is the
product of cyclicity at level 1, not the level-ordering hypothesis. Of course, once identity of
related words is recognized as one the goals of the phonological derivation, it becomes clear
that "level-ordering" effects and "truely cyclic' patterns are the same thing: misapplication
identity effects forced by paradigmatic identity constraints.

Stress patterns and closure effects are the primary diagnostics of affix classhood in
English, and the bulk of this case study is focused on those facts. In an effort not to stray
from the main points, | ignore asignificant number of exceptions to the patterns described.

For instance, final stressin racéon or guitar and the failure of stress shift in class 1 nation

-169-

national (compare parent paréntal), and idiolecta variation (e.g., pronunciation of
condemnable or damnable with or without the root-final n) are not discussed. | aso do not
discuss some purported diagnostics of affix classhood, including consonantal aternations
like spirantization and velar softening, and vowe changes like trisyllabic laxing, because
they arelessreliable than the stress and closure facts. These processes do not apply in al
class 1 words (compare sane  sanity [seyn  s@nity] with nice  nicety [nays
naysitiy, *nisitiy]) and may apply in class 2 words (compare class 1 dectric  eectricity
[alektrik  Alektrisitiy] with class 2 mystic  mysticism [mistik ~ muistisism]) (see
Marchand, 1960).

Another familiar but imperfect generdization concerns the ordering of affixes in
multiply-affixed words. Class 2 affixes typicaly do not appear inside of class 1 affixes.
Thiswas noted by Siegel (1974) and dubbed the Affix Ordering Generdlization (AOG) by
Salkirk (1982). There are, however, asignificant number of violations of the AOG, in which
aclass 2 affix appears inside of a class 1 affix both linearly (dependability, hedonistic,
governmental) and hierarchically (misrepresentation, ungrammaticality). The AOG is
therefore not areliable diagnostic of affix classhood (see Strauss, 1982; Sproat, 1985; Halle
& Kenstowicz, 1991). Fabb (1988) argues convincingly that the order of affixes is not
phonologically determined, and that permissible affix combinations are governed only by
selectional restrictions. | adopt Fabb's position and argue that the AOG, to the extent that it
holdstrue, it is not a phonological generalization. The phonology places no restrictions on
the order of affixation, so any ordering of class 1 and class 2 affixes is phonologically
possible (see 85.6.2).

The discussion of bracketing paradoxes brings up a more general point: unlike
previous theories of affix classhood, TCT has no commitment to any symmetry or
synchronicity between the morphological and phonological components of grammar. Other
theories expect morphology and phonology to act in concert, either because affixes of the

same class are parsed into the same morphosyntactic or prosodic word structures, or
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because affixes of the same class become available in the same morpho-phonological
stratum (or both). In TCT, affix classhood isjust aphonological fact. Affixesinaclass are
those that are subcategorized by a phonological identity relation. There is no phonological
reason to expect that affixes in the same class share morphologica properties (although
they are free to do so, in accordance with morphological or lexica principles).

Morphology and phonology are less tightly coupled in TCT than in Lexicd
Phonology, and morphemes can be grouped arbitrarily into phonologica classes. In this
sense, the interface between the components is less restricted in TCT, but the typologica
predictions of the pardllel theory are tighter than the predictions of seria ones, which haveto
alow levels of derivation to vary. Earlier discussion has shown that seria OT re-ranks
congtraints between levels, and that the re-ranking is always promotion of faithfulness
congraints. Theill effects of permuting markedness constraints have been discussed. In
85.7 | consider why faithfulness is never demoted a later levels (in rule-based terms, why
rules are turned off at later levels but never turned on), and show that the results of demoting
faithfulness cannot be achieved in parallel TCT.

The rest of the chapter is organized as follows. Stress patterns are discussed in
§5.2, segmental closure cases are andyzed in 85.3, affixation to bound roots is discussed in
85.4, and the results up to that point are summarized in 85.5. Other correlates of affix
classhood, namely semantic compositiondlity, productivity and the affix ordering
generdization, are discussed in 85.6. Section 5.7 addresses some issues facing seria

analyses of the English facts, and §5.8 reviews and concludes the case study.

52  Stress
One of the diagnostics of affix classhood in English is stress placement in affixed

words: class 1 affixation is stress-affecting, and class 2 affixation is stress-neutral. To put it
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differently, class 2 affixed words are fully faithful to stress on their bases, and words with

class 1 affixes are not.92

(245) Main Stress in Affixed Words

a Class1 affixation b. Class?2 affixation
oOrigin origina  (*drigina) 6bvious Obviousness (* obviousness)
parent paréntal parent parenthood
universe univérsal sordid sordidness
popular popul&rity inhébit inhébitable
continue continity aticulate  articulator
grammar grammérian astonish astonishingly
Opera operdtic wonder wonderfulness

Main stress is tropic to the right edge of words. Class 1 paradigms show norma
application of rightward main stress, so that stress appears farther to the right in the class 1
suffixed word thanin the base. But in class 2 suffixation paradigms, stress does not shift
rightward; instead, corresponding vowels in related words bear stress. Rightward main
stress underapplies in class 2 affixed words. Paradigmatic identity takes precedence, and
the congtraints that demand rightward stress are violated.

Class 1 affixed words are unfaithful to their bases in main stress, but they are not
free to ignore the base's prosodic organization entirely. In class 1 words of sufficient
length, the base's main stress is preserved as a secondary stress, asin (146).

(146) Secondary Stressin Class 1 Paradigms

origina origindlity (*origindity) cf. Lollapaldoza
aristocrat aristocrétic
thedtrica thedtricdity
authéntic authenticity

Canonically, secondary stress aligns with the left edge of the word, as shown by the initia
dactyls in monomorphemes with three light pretonic syllables, such as Tatamago6uchee,
Winnepesaukee, abracadébra, Lollapaléoza. Class 1 affixed words of the same shape do
not have the expected word-initial stress; instead, secondary stress appears on the peninitial
syllable. Thisis a faithfulness effect: leftward aignment of secondary stress underapplies

to preserve identity in class 1 affixation paradigms.

92 Asnoted ealier, my characterization of English stress as identity-driven follows Burzio (1994).
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To model the misapplication of stress in paradigms | need a working analysis of
English stress. A full treatment of stress is obviously impossible here, so the scope of the
following analysisislimited, primarily to stress in nouns and adjectives. The main line of
argument is compatible with any formal analysis of English stress, but | adopt a foot-based
theory framed in terms of Generadized Alignment (McCarthy & Prince, 1993b), as set out in
§5.2.1. Once the ranking that determines canonical stress is established, stress in affixed
wordsisanalyzed in §5.2.2.

521 Stressin Unaffixed Words
In most nouns and adjectives, main stress appears on heavy penults, else on the

antepenultimate syllable, and secondary stress iterates from the left edge of the word (see
Chomsky & Halle 1968; Liberman & Prince 1977; Hayes 1980 [1985], 1984; McCarthy &
Prince 1986, 1993b; Halle & Vergnaud, 1987; Kager, 1989; Halle & Kenstowicz, 1991;
Burzio, 1994; Pater 1995; among others). Feet are moraic trochees. Well-formedness of
feet isenforced by constraints that include FTBIN ("feet are binary on a syllabic or moraic
analysis') and TROCHEE ("feet haveinitia prominence"). Main stress is drawn to the right
edge of the word by the ALIGN-R congtraint in (147a), which reguires the head of the
prosodic word (Prwd) to be at the right edge. Stress is prevented from being absolutely

final by dominant NONFINALITY, defined in (147b) as a ban on footing word-final

syllables.93

(247) Main Stress Constraints
a  ALIGN-R The head of the prosodic word is aligned
ALIGN ((Hd)Prwd, R, Prwd, R) a the right edge of the prosodic word

(main stressiis at the right).

b.  NONFINALITY Word-final syllables are not footed.

93 Onthese and other stress constraints, see Prince & Smolensky (1993), McCarthy & Prince (1993ab),
and Hung (1993), among others.
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Together with the constraints that govern well-formedness of feet, the ranking
NONFINALITY >> ALIGN-R produces main stress on a heavy penult, as in (148i), or on the

antepenultimate syllable, asin (148ii).94

(248) Main stress placement FTBIN, TROCHEE, NONFINALITY >> ALIGN-R

i.  heavypenult  indepéndent

TROCHEE NONFINAL ALIGN-R
a in.(dé.pen).dent *1 *
b. in.de.(pén.dent) *1
c. = in.de.(pén).dent *
ii. light penult origin

FTBIN NONFINAL ALIGN-R

a o(ri) gin *1 *
b. o (ri.gin) *1 *
c. & (6.1i) gin **

The (a) candidates have ill-formed feet; in (148ia) the weak member of thefoot is heavy, and
in (148iia) the foot ismonomoraic. The (b) candidates violate NONFINALITY by footing the
final syllable. The optimal (c) candidates fare worse on ALIGN-R than the competing (b)
forms, but satisfy the higher-ranked constraints and are optimal .95

Secondary stress placement is governed by the ALIGN-L constraint in (149), which
demands that every Prwd begin with afoot. The ALIGN-L congtraint is responsible for the

initia dactylsin monomorphemes like Lollapal 6oza and Tatamagduchee.96

94 Unfooted candidates, which vacuously satisfy all constraintsin (148), are not considered. A prosodic
word is required to be present and properly headed by a stressed foot by high-ranking constraints like LEX

PRWD and HEADEDNESS (Prince & Smolensky, 1993; Selkirk, 1995).

95 ALIGN violations here and elsewhere are calculated in terms of syllables. For example, the head
syllable of the Prwd in (148iic) is separated from the right edge of the Prwd by two syllables, so this
candidate incurs two violations of ALIGN-R.

6 Reversing the argumentsin the ALIGN-L constraint produces the same result: ALIGN(Ft, L, Prwd, L),
which requires every foot to be left aigned with some PrWd, similarly selects (b) over (a) in tableau (149)
(and, ranked below PARSE-SYLL-TO-FT, it aso produces iterative secondary stress footing (McCarthy &
Prince, 1993b)). | choose to show the ALIGN(Prwd, L, Foot, L) constraint as a matter of convenience
only, because it does not require assessing the alignment of each foot in a candidate parse.
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(149) Secondary Stress

a ALIGN-L Every PrWd isaligned at itsleft edge
ALIGN(PrWd, L, Foot, L) with the left edge of some foot.
b. Initial Dactyls: Lollapal doza
ALIGN -L
a lo (lapa) (160) za *1
b. & (10.18) pa(160) za

The congraint that places main stress, ALIGN-R, takes precedence over the ALIGN-L
constraint, as shown by words composed of four light syllables, like América. Rightward

placement of main stress is more important than |eft-alignment of feet with the Prwd.

(150) Rightward Main Stress Overrides Leftward Footing

NONFINAL ALIGN-R ALIGN -L
a (@ame)(ri.ca) *1
b. (@me) ri. ca !
c. & a(méri) ca * * 2

The markedness ranking in (150) fully determines the canonical stress pattern
shown by most nouns and adjectives. Faithfulness to the prosodic organization of
underlying forms plays no role in predictable stress.97 Following McCarthy (1997b), |
assume that faithfulness to prosodic organization is enforced by ANCHOR congtraints like
the onein (151) (see aso §4.3.3 above).

(151) Prosodic Faithfulness

|0-ANCHOR(FOOT, FOOT, 1) If oRp (o and B are correspondent
segments) and
aisinitia inafoot,
then  Bisinitial inafoot.

ANCHOR constraints require correspondent segments to be identical in prosodic role.%8 The

constraint in (151) says that the correspondent of a foot-initia segment is similarly foot-

97 While there is undoubtedly some lexically-marked stress in English, the forms considered here have
fully predictable stress patterns, which must be determined by a Markedness >> 10-Faithfulness ranking.

8~ ANCHOR constraints require faithfulness to an edge position or a head position (see McCarthy, 1995,
1997b; Alderete, 1995, 1996b). Without a full analysis of English stress, including lexically-marked or
exceptional stress, the use of the edge ANCHOR constraint in (151) is arbitrary. With respect to the data
considered here, an ANCHOR constraint on heads (requiring the correspondent of a head segment to be
similarly in a head) will produce the same optimal results.
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initid. The 10-ANCHOR constraint in (151) is low-ranking in English, below the
NONFINALITY and ALIGN constraints that govern the predictable placement of stress feet.
Theranking in (152) produces the canonical pattern of rightward but nonfina main stress
and |eft-aligned secondary stress.

(152) Summary Ranking: Stressin Unaffixed Words

NONFINALITY >> ALIGN-R >> ALIGN-L >>|O-ANCHOR

5.2.2 Stressin Affixed Words

Words with class 2 affixation are fully faithful to stress placement in the base. In
optimal class 2 paradigms, main stress does not appear further to the right in the affixed
word than it does in the base, even when a class 2 suffix adds materia at the right edge of
the word, and stress could shift rightward without violating NONFINALITY. The class 2
word is faithful to the base's prosodic organization because the constraint that demands
rightward main stress, ALIGN-R, is dominated by OO,-ANCHOR. The high-ranking OO-
Identity constraint forces the correspondent of a foot-initial segment to be similarly foot-
initial, asin (153).

(253) Class 2: Underapplication of Main Stress  OO2-ANCHOR >> ALIGN-R

a ob (vi.ous) ob (vi.ous) ness overapplication
b. (6b) vi.ous ob (vi.ous) ness normal application
= C (6b) vi.ous (6b) vi.ous.ness underapplication
Recursion (A)
/obvious/ NONFINAL | OO2-ANCHOR | ALIGN-R |>>
a ob (vi.ous) *1
b. (6b) vi.ous *x
c.® (6b)vi.ous **
Recursion (B)
>> | Jobvious+ness/ NONFINAL | OO2-ANCHOR | ALIGN-R
a. ob (vi.ous) ness **
b. ob (vi.ous) ness *| **
c'. = (6b) vi.ous.ness *kk
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Stress does not move rightward in the affixed word because OO2-ANCHOR >> ALIGN-R.
In candidate paradigm (153a), foot-initial segments in each word correspond, but this is
achieved by overapplying rightward stress placement in the base, which faadly violates
NONFINALITY. Candidate (153b) is the normal application candidate; both words in the
paradigm have regular antepenultimate stress. This satisfies ALIGN-R better than optimal
(153c) does, but it fatally violates dominant OO2-ANCHOR, because the foot-initial segment
in the derived word does not correspond to the foot-initid segment in the base. Satisfying
identity is more important than achieving rightward main stress.

In class 1 paradigms, rightward main stress placement applies normally, and
paradigmatic identity is disrupted. ALIGN-R takes precedence over OO1-ANCHOR.

(154) Class 1: Normal Application of Main Stress ALIGN-R >> OO1-ANCHOR
a o(ri.gin) (6.ri) gi nal overapplication
&« b (6.ri) gin o(ri gi) nal normal application

c (6.ri) gin (6.ri) gi na underapplication
Recursion (A)
forigin/ NONFINAL | ALIGN-R | OO1-ANCHOR | >>
a o (ri.gin) *1
b. & (6.ri)gin *
c. (6.ri) gin *
Recursion (B)
>> | Jorigin+al/ NONFINAL | ALIGN-R | OO1-ANCHOR
a. o (ri gi) na *
b'.* of(rig)nd * *
c. (6.ri) gi na *oxok |

Paradigm (154a) is diminated by high-ranking NONFINALITY. The competition between
(154b) and (154c) is decided by ALIGN-R, which selects paradigm (154b) because main
stressis closer to the right edge of the affixed word, and in spite of the fact that foot-initia
segments in the related words do not correspond. Rightward stress alignment overrides

0O0;-ANCHOR, and the non-identical, normal application paradigm (154c) is optimal.
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The OO1-ANCHOR constraint is violated under domination by ALIGN-R, but it is
high-ranking enough to compd violation of lower-ranked ALIGN-L. As discussed,
secondary stress canonically aligns with the left edge of the word, but secondary stress is
not left-aligned in class 1 affixed words like originality or aristocrétic. Leftward aignment
of secondary stress underapplies because an OO1-Identity constraint dominates the leftward
footing constraint: OO1-ANCHOR >> ALIGN-L.

The misgpplication of secondary stress occurs only in words that have enough
materia to support more than one placement of a secondary stress foot to the left of the
primary stress. Such words often bear more than one &ffix, like origindlity, authenticity,
theatricality. Multiply-affixed words are part of extended paradigms like the drigin
original originality paradigm shown schematically in (155).

(155) An Extended Paradigm

0OO0;-1dentity OO;-Identity
(6.ri) gin > o (ri.gi) nal > o (r.gi)(nali) ty
™ 0 0
forigin/ forigin + al/ forigin + a + ity/

Each affix subcategorizes for an OO-correspondence relation, so that the words are related
in pairs or subparadigms: 6rigin original and original  origindlity. Thus, evaluation of
the multiply-affixed word involves assessment of two OO-correspondence relations. In the
origin  original subparadigm, OO1-ANCHOR is violated under domination by ALIGN-R,
and the related pair of words is not prosodically identical (see tableau (154) above). But in
theoriginal originality subparadigm, OO1-ANCHOR is satisfied by violating ALIGN-L, as
shown in tableau (156) below.

Each OO-correspondence relation in an extended paradigm is associated with a
recursion of the constraint hierarchy, so tableau (156) consists of three ranked recursions of

the stress constraints. Each recursion evaluates one word in the extended paradigm.
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(156) Underapplication of Leftward Secondary Stress OO;-ANCHOR >> ALIGN-L
a o(ri.gin) o(ri.gi)na o(ri.gi) (nali) ty
b. (6.ri)gin (6.ri)gina (o.ri) gi (nali) ty
c. (6ri)ygin o(rig)nad (o.ri)gi (nali)ty
& d. (6ri)gin o(rigi)na o(r.gi) (nali) ty

Recursion (A)
forigin/ NONFINAL | ALIGN-R | OO3-ANCHOR | ALIGN-L | >>
a o (ri.gin) *1 * *
b. (6.ri) gin *
C. (6.ri) gin * o
d. = (b.ri)gin *
Recursion (B)
>> | [origin+al/ NONFINAL | ALIGN-R 001- ALIGN-L | >>
ANCHOR
a. o(ri. gi) na ** *
b'. (6.ri) gi nd il
c. o(rigi) na > *
d.= of(rig)nd * o *
Recursion (C)
>> | [origin+al +ity/ NONFINAL | ALIGN-R 00;- ALIGN-L
ANCHOR
a'.  of(r. g (nali) ty ** b &
b".  (o.ri) g (nali)ty ** *
c'.  (ori) g (nali) ty * x|
d'. = o(rig) (nali)ty * * * *

In candidate paradigm (1563), al three words have afoot aligned with the peninitial syllable,
so both subparadigms satisfy OO1-ANCHOR, but (156a) fatally violates NONFINALITY by
overapplying rightward main stress in the unaffixed base *o(rigin). Paradigm (156b) is
eliminated by the middle recursion of constraints because its singly-affixed word *6riginal,
while prosodically identical to its base drigin, violates ALIGN-R worse than competitors do.
Because ALIGN-R >> O01-ANCHOR, stress "shifts" rightward in original in the surviving
paradigms (156¢) and (156d). These differ only in the footing of the multiply-affixed word
originality. Optimal (156d) violates ALIGN-L but satisfies dominant OO1-ANCHOR,

because the foot-initia segment in the base has a correspondent that is similarly foot-
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initial .99 Thus, although ALIGN-R >> O0O1-ANCHOR forces stress to shift rightward in the
subparadigm  6rigin original, the OO;-ANCHOR >> ALIGN-L ranking forces
underapplication of the leftward placement of secondary stress in the original  originality
subparadigm.

| have presented only abrief sketch of stress in affixed words, but it is sufficient to
show that both classes of affixed words are involved in the paradigmatic identity effects, and
that the paradigmatic effects are different in each class of words. Words with class 2
affixation are fully faithful to the prosodic organization of the base, mimicking the base's
main stress foot, while words with class 1 affixes are only partiadly faithful to base prosody.
Two OO-ANCHOR constraints have different rank in the stress hierarchy.
(157) Summary Ranking: Stress

0O0O2-ANCHOR >> ALIGN-R >> O01-ANCHOR >> ALIGN-L >> |O-ANCHOR

The OOo-ldentity constraint outranks both ALIGN constraints, so class 2 affixation is
stress-neutral. The OO;-Identity constraint ranks below ALIGN-R and above ALIGN-L, so
class 1 affixes shift main stress, but leftward secondary stress footing misapplies. By the
ranking of two distinct OO-ANCHOR congtraints, class 2 affixed words are more faithful to
the prosodic organization of their bases than class 1 affixed words are.

The next section shows that class 2 affixed words are also highly faithful to their
bases' segmenta properties, unlike words with class 1 affixation. Again, the rank of two
sets of OO-Identity constraints produces the different behavior of the two classes of affixed

words.

5.3  Closure Effects
Class 2 affixed words are highly faithful to their bases, and a variety of segmental

aternations that apply normally in class 1 words misapply in class 2 affixation. The

99 Each paradigm in (156) incurs a mark against OO1-ANCHOR in the lowest-ranked recursion because
theinitial segment of the main-stressed foot in the multiply-affixed word (the n) has a correspondent that is
not foot-initial. Paradigm (156c) gets two marks on OO1-ANCHOR in the lowest recursion because neither
foot-initial segment in *[(0.ri)gi(ndli)ty] corresponds to a foot-initial segment in [o(rigi)nal].

-180-




familiar observation isthat phonology is sensitive to class 1 affixes but insensitive to class 2
afixation, so that aternations proceed as if the class 2 affix were not present in the word.
Typicaly (but not aways), the stem inside a class 2 affix has the surface phonology of a
word in isolation. Misapplication in class 2 paradigms has been analyzed as the effect of
phonologica closure of the stem, and | adopt closure as a descriptive term.  However, |
argue that there is no phonological closure at al; misapplication of phonology in class 2
paradigmsis simply produced by high-ranking OO2-ldentity constraints.

Harris (1990) and Borowsky (1993) present a number of closure cases. One comes
from English dialects spoken in New York City and Philadelphia that show an aternation
known as aetensing. In syllables closed by certain consonants, the low front vowe [&f is
realized as a higher "tenser" vowel, indicated here as [E].100
(158) Closed Syllable & Tensing101

a manage [maenaj] b. man [mEn]
Janice [jeenls] plan [plEN]
cafeteria [keefa.ti.ria] laugh [1Ef]
mathematics [maeBa.maetlks] psychopath [say.ko.pE6]
cannibal [keena.bl] mandible [mEn.dl.bl]
planet [plaenit] planit [plEn#it]

Affixed words show the closure effect. Wordswith class 1 affixation behave normally with
respect to aetensing, so that when the root-final consonant is parsed as an onset to a vowel-
initial class 1 suffix, the preceding vowel islax in an open syllable, as expected. But when a

vowd-initiad class 2 suffix opens the root's final syllable, the root vowe is tense. The s

100 A Jarge literature on eetensing includes Ferguson, 1972; Kahn, 1976; Payne, 1980; Labov, 1981;
Borowsky, 1986; Dunlap, 1987; Schwarzchild, 1985; Benua, 1995; Morén, 1996; among others. The set of
coda consonants that trigger setensing varies among dialects, but it typically includes (non-velar)
sonorants, and may include voiced or continuent obstruents (i.e., the triggering set of codas never includes
voiceless stops). The character of the "tense" vowel is unclear. Ferguson (1972) and Labov (1981)
describe it as a broken or diphthongized vowel, while Morén (1996) argues that [E] is shorter than its lax
counterpart. Most analysts agree that [E] is higher than [&d, but other differences are in dispute.

The nature of the aternation has also been questioned. Most analysts see aetensing as predictable,
athough all note a significant number of (monomorphemic) exceptions. Morén (1996) claims that the
[egdE] contrast is distinctive, and that the contrast is neutrdized to [ag before voiceless stops. | assume
that setensing is alophonic (see fn. 103), athough thisis not crucial. Under any analysis of the canonica
pattern, paradigmatic identity constraints are responsible for the the minima contrasts between the two
classes of affixed wordsin (159).

101 |t seems likely that the consonants that follow [ad in (158a) are ambisyllabic, rather than simply in the
onset. The conditioning context of aetensing treats syllables closed by ambisyllabic consonants like open
syllables, and differently from syllables closed by consonants that are exclusively in coda
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tensing process overagpplies in class 2 affixation so that m[E]ssable is identical in vowe
quality to its base m E] ss.

(159) Normal Application in Class 1, Overapplication in Class 2 Affixation

unaffixed base class 1 affixation class 2 affixation
tensein closed syllable lax in open syllable tensein open syllable
class [kIES] classc [klaesik] classy [KIE.S]
mass [mES) massve [meesiv] massable  [ME.sobl]
pass [pEs] passive [peesiv] passing  [pE.sin]

The different behavior of class 1 and class 2 affixed words follows from the rank of two
distinct sets of OO-ldentity constraints in the hierarchy of setensing constraints. Normal
application of aetensing disrupts identity in class 1 paradigms like m[E]ss  m[ad ssive,
because an OO1-Identity constraint on vowel quality is violated under domination by the * E
congtraint that penalizes marked tense vowels102 |n class 2 affixation, however,
paradigmatic identity takes precedence over markedness: wordsin the subparadigm m[ E] ss

m[E]ssable agree in vowd quality, even though this requires the affixed word to have a
marked tense vowel in an open syllable and violate *E. The two patterns exhibited by the
two classes of affixed words entail different rankings of paradigmatic identity constraints
with respect to a markedness constraint: OOo-Identity ranks above *E, and OO1-ldentity
ranks below it.

Harris and Borowsky analyze other cases from other English dialects. In London
Vernacular English the vowe in words like pause, sauce, water is a "closing" diphthong
[ou]. In word-final position, this vowd is centralized to [09]. The centering variant also
appears in non-word-final position when it isfollowed by a class 2 "inflectional, derivational
or compound boundary" (Harris, 1990:96). Thus the simplex word pause has the closing

vowel, and the derived word paws has the centering diphthong. The derived word takes the

102 | allophonic setensing, *E is violated under domination by a context-sensitive markedness constraint
that bans less-marked lax [ag from closed syllables. The hierarchy *aeC] 5 >> *E >> *ae requires tense [E]
in closed syllables, and lax [ag everywhere else (see Benua, 1995).
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centering diphthong in non-final position to match its base paw, where centraization is

properly conditioned in the word-final vowel.

(260) London Vernacular English [ou] -->[00] / _#
non-final position, word-final position, overapplicationin class 2
closing diphthong [ou] centering diphthong 03] non-word-final [03]
pause board paw bore paws bored
sauce water poor103 saw poorly poured
lord dawn soar draw soars draws

Another case comes from Northern Irish English, where the [19] diphthong in fate, vain,
cater isrealized word-finally asalong vowe [e:]. Thelong vowel aso appears in non-final
position if it precedes a class 2 affix or the second member of a compound. There is a
minima contrast in this didect between staid and stayed; the former has the expected
diphthong, and the latter has along vowel in agreement with its base stay, where the long
vowsd is properly conditioned.

(161) Northern Irish English ~ [19] -->[e:] / _#

non-final position, word-final position, overapplication in class 2
diphthong [12] long vowd [e:] non-word-final [e:]
fate face say play stayed playful
van caer day stray ray-gun days
station staid

Scottish English has a similar closure pattern. In this didect, vowd length is ruled by
Aitken'sLaw: vowels are long in word-final position, and short elsewhere. However, long
vowels occur non-finally in words with class 2 affixation, so this didect has the minimal

pair brood, with ashort vowel, and brewed, in which the vowel islong.

(162) Scottish English, Aitken's Law [+syll] -->[+long] / __#

non-final position, word-final position, overapplicationin class 2
short vowel long vowel non-final long vowel
brood need brew knee brewed kneed

103 |_ondon Vernacular is an r-dropping dialect, so words like pore and soar are vowel-final.
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Again, aword with class 2 affixation deviates from a canonica pattern to achieve identity
with its base. The vowd in Scottish English brewed must be long, even though it is not
word-final, because the corresponding vowel isword-final and predictably long in brew.

These kinds of closure effects are common. In many languages, certain affixes
appear to be irrdlevant to the phonology, in that they fail to trigger or block expected
phonological processes.1%4  As discussed, most accounts of closure patterns rely on
representational or serial assumptions. In a representationa theory, class 2 affixes are
outside of the adjacent stem's morphological or prosodic constituency, and therefore
unavailable to phonological rules. Inatheory of prosodic closure, for example, the class 1
wordsin (159) have lax vowels because the class 1 suffix is syllabified with the stem (e.g.,
massive [ma.s1v]), and the class 2 words have tense vowels because class 2 suffixes are
not syllabified with the stem (e.g., massing [mEs.ig]). In a seria theory, there is
derivationd closure: class 1 affixation takes place early and bleeds the setensing rule, but
class 2 affixation takes place later, and the effects of aetensing in mass cannot be undone
after the -ing affix appears.

The structural account and the serial theory are less than satisfying because there is
evidence that (i) class 2 affixes are prosodified with the adjacent stem, just like class 1
affixes are, and (ii) phonological processes are fed by class 2 affixation. Two cases
reported in Harris (1990) and Simpson (1980) provide some of this evidence (see aso
Borowsky, 1993). In London Vernacular English, syllable-final laterals cause rounding in a
preceding mid-back diphthong; [au] becomes [pu] before [I] in a coda position. Harris
reportsthat "[w]herever the [pu] variant appearsin an underived roct, it isretained in related
derived forms, even if the following [I] isno longer tautosyllabic on the surface." (1990:97).

This overapplication identity effect occurs only in class 2 affixation and compounding.

104 Closure effects occur in Arabic (Brame, 1974; Kiparsky, 1982a), German (Moltmann, 1990; Borowsky,
1993), Dutch (Rubach, 1984); Carib (Inkelas, 1989; Kenstowicz, 1995), Rotuman (Churchward, 1940;
Blevins, 1994), Hausa (Newman, 1986) and Kannada (Aronoff & Sridhar, 1983), among others.
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Class 1 affixation shows norma application of the rounding rule; the only class 1 example

given is polar, which has the same unround vowel as monomorphemes like Roland.

(163) London Vernacular

[av] > [pu] / __[+lat]]o

heterosyllabic lateral,
unround vowel [Au]

tautosyllabic laterd,
round vowel [pu]

overapplication in class 2
round vowel [pu]

Roland cola roll god rolling godie
roller

Harris claimsthat aroot-final lateral is syllabified as onset to the vowel-initia class 2 suffix.
Thus, the class 2 affix inroller, like the class 1 affix in polar, is prosodically integrated into
the stem. This clam is supported by a similar case from a dialect spoken in Addaide,
Augtrdia, which has an independent diagnostic of syllabification (Simpson, 1980;
Borowsky, 1993). In this case, laterals are dark [} in coda and light [I] in onset position.
Again, arounding process is involved: non-low back tense vowels are rounded before a
tautosyllabic dark [}. Theround variant also appears before alight [I] in words with class 2
afixation, in an overgpplication identity effect: rounding applies in words like goalie,
fooling and bowler because rounding is properly conditioned by the coda [} in their bases
goal, fool and bowl, and OO2-Identity constraints on vowe quality are high-ranking in the
grammar.

(164) AdeadeDidect [au, au] -->[ou, w] /__Ho

light [I], unround vowel dark [}, round vowel overapplication in class 2
light 1], round vowel
holy [hav.liy] goal [gouH] godie  [gou.liy]
Julie [jou.liy] bowl [bouH bowler  [bou.lor]
bowler (hat) [bau.lar] fool [fur fooling [fu:.lin]
cool [ku: { cooler  [ku:.lor]

Class 2 paradigmslikegoal goalie and fool ~ fooling are not entirely identica, since the
base's dark coda [} corresponds with a light onset [I] in the derived word. Syllabification
and the dark/light alternation in laterals apply normaly, disrupting identity of related words,

at the same time that the rounding process overapplies.

-185-

The Adelaide case shows that class 2 affixes are not prosodicaly separate from the
adjacent stem, and that the stem in a class 2 affixed word does not necessarily have the
phonology of aword in isolation — class 2 affixation feeds some phonological processes.
While it is possible to model the Adelaide case with either a representational or a serid
theory, by alowing some class 2 affixes to be syllabified with their stems or by ordering
syllabification and other phonological processes after class 2 affixation (perhaps at a post-
lexical level), these are elaborations of the basic claims of each theory.

TCT predicts cases like Adelaide English without modification. Representational
assumptions are unnecessary, and both class 1 and class 2 affixes are syllabified with their
stems. The different behavior of the two classes of words follows not from prosodic
congtituency, but from the ranking of faithfulness congtraints: class 2 roller has a round
vowe because its base roll has a round vowd and OOo-ldentity constraints on vowel
quality are high-ranking, and class 1 polar has an unround vowe even though the
corresponding round vowel in pole is round, because OO1-ldentity constraints are lower-
ranked. That identity in the class 2 paradigm roll roller ismerely partial — corresponding
vowels are identical but corresponding laterals are not — is aso predicted. Every vaigble
dimension of the representation is evauated by a separate faithfulness constraint. Some
OO-Identity constraints are high-ranking and determine optimal outputs, and others are
low-ranking and irrelevant.

In TCT, constraint interaction achieves what serial theory accomplishes by ordering
phonological and morphological rules. When OO-Identity outranks an alternation-inducing
markedness constraint, the process appears to "precede” class 2 affixation, and when OO-
Identity is dominated by markedness, phonology is said to "follow" affixation. The
differences between the ranking and the ordering theories of closure are significant. For
one thing, arbitrariness of rule-ordering is troublesome, since one of the aims of ordering
theory isto discover natural or independently-motivated orderingsin the derivation. So, for

example, if the dark/light alternation in laterals and rounding in vowels in Adelaide English
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are both word-level processes (i.e., they do not apply cyclically after each concatenation, and
they do not apply between words), then the fact that one precedes and the other follows
class 2 dffixation is a difficulty. Congtraint interaction, on the other hand, is inherently
arbitrary. Ranking is freg, and any constraint may rank above or below any conflicting
congtraint. In the Addaide didect, some faithfulness constraints rank above, and others
rank below, the conflicting markedness requirements.

Two closure cases are analyzed below. Thefirst isunderapplication of dentalization
in Northern Irish English (85.3.1) and the second is overapplication of cluster simplification
in standard English (85.3.2).

5.3.1 Northern Irish Dentalization

An undergpplication closure effect occurs in English diaects spoken in Northern
Ireland (Harris, 1990). In the genera case, the coronals [t, d, n, 1] are pronounced as
dentds [t, d, n, 1] when they appear before dentd fricatives (eighth [eytf], tenth [tenf],
said that [sed deet], will the [wi] 8o]) and rhotics[r, or].

(165)  Allophonic Dentalization [t,d,n, 1] ~> [t.d,n,1] / _ [0, ()]

a Dental before 6 and (o)r b. Alveolar elsewhere
train [treyn] tame [teym]
drain [dreyn] lToud [laud]
matter [meetor] late [leyt]
ladder [ledar] dine [dayn]
pillar [pilor] kill [ki]
anthem [2n0om] element [elomant]

Two classes of affixed words behave differently with respect to this aternation. Words
with class 1 affixes show normal application of dentdization: when a class 1 suffix
introduces a dentalization trigger, the process applies in the affixed word, as in (166a).105
Words with class 2 affixes show underapplication of dentalization: when a class 2 suffix

introduces a triggering rhotic, dentalization failsto apply, asin (166b).

105 Theinitial vowel of the suffix -ary is dropped in these dialects, so that the coronal cluster in element is
adjacent to the suffix's rhotic.
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(166) Dentalization in Affixed Words

a Class 1, normal application b. Class2, underapplication

Dental before class 1 trigger Alveolar before class 2 trigger
dementary  [elomontriy] |ater [leytar]
sanitary [senitriy] louder [laudar]
tenth [ten0] diner [daynor]
eighth [eytO] cooler [kulor]
killer [krlor]

bedroom [bedrum]

Thisis atypica closure effect: the phonology is sensitive to the presence of the class 1
suffix, but insensitive to class 2 affixation. The stem inside the class 2 suffix is
phonologically closed off, and behaves asif the suffixal rhotic were not present.
Dentalization underapplies in class 2 affixation to respect paradigmatic identity.
Because the phonology underapplies, words in the class 2 paradigm lou[d] lou[d]er are
identical with respect to dentalization —that is, both words contain an alveolar because OO»-
Identity outranks the constraints that demand dentals before rhotics. Class 1 affixation is
different, and does not show any misapplication. Dentalization applies normally, and words
inthe class 1 paradigm eleme[nt] eleme[nt]ary are not identical. Identity constraints on
class 1 ffixation are low-ranking, below the constraints that demand dentals before rhotics.

(167) Two Distinct OO-Correspondence Relations

a Class1Affixation b. Class2 Affixation
001-Identity 002-Identity
dement > elementary loud > louder
™ N N N
/element/ /element + ary/ floud/ /loud + ex/

Before | show how the two sets of OO-Identity constraints regulate dentalization in affixed

words, | need a constraint-based analysis of the canonical dentalization pattern.

5311  Canonical Allophonic Dentdization

| do not attempt an analysis of the dentalization processitself; for present purposes |
assume it is an dternation in [tdistributed] features. Dentalization appears to be

assimilation to dentd fricatives [0, 0], but dissimilation from [-distributed] retroflex rhotics.
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Also, the two triggers differ in their domains, assimilation to dental fricatives occurs
between words, while dissimilation from rhotics does not. | leave these issues aside, and
concentrate on the distribution of alveolars and dentals in surface forms. Since denta
fricatives are rare in affix-initial position, I focus on dentalization before [r].106

In smplex words, the dentd/aveolar dternation is determined positiondly; if a
coronal precedes[r] itisa[+distributed] dental, otherwiseit isa[-distributed] aveolar. The
underlying [+distributed] feature of the corona is irrdevant, since its surface position
determines what feature it has in the optimal output. Inputs are rich in non-contrastive
[xdistributed] features, and may present either feature in any context. Markedness
congtraints, ranked above 10-Faith, determine the predictable surface distribution. No
matter what feature the input presents, coronas are dental before [r] and alveolar everywhere
ese.

In alophonic dternations, there is an interaction of markedness constraints: a
context-free constraint prefers the less-marked aternant in the general case, and a higher-
ranked constraint bans that less-marked dternant from a specific context (McCarthy &
Prince, 1995). For present purposes, | make use of the following constraints.107  The
*DENT >>*ALV ranking in (168a) determines the relaive markedness of the allophones;
dentals are more marked because they violate a higher-ranked congtraint. The structural
congtraint in (168b), *ALV-RHOTIC, prohibits lessmarked aveolars from a particular
context. Ranked above *DENT, * ALV-RHOTIC forces marked dentals to appear. The 10-
Faith constraint in (168c) demands agreement of input-output correspondents in

[zdistributed] features.

106 The dental fricative [0] occurs as a class 1 suffix (in width, length, health, etc.), but no class 2
suffixes begins with this sound.

107 without an in-depth analysis of the dentalization process, the choice of a more-marked allophone and
the formulation of the structura constraint are arbitrary. Asusual, the shortcuts taken in the analysis of the
canonical pattern have no real impact on the main line of argument — whatever produces canonica
dentalization must be forced to underapply in affixed words by dominant OO-Identity constraints.
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(168) Constraints
a *DENT >>*ALV Dentals are more marked than alveolars.
*[+DIST] >> *[-DIST]
b. *ALV-RHOTIC Alveolar-rhotic sequences are prohibited.

c. |O-IDENT[DIST] Correspondents in an input-output relation
agreein [+DIST].

Two smple interactions of these constraints produce the canonical dentd/aveolar
aternation. The hierarchy *DENT >> |O-IDENT[+DIST] states a genera ban on marked
dental alophones. The ranking * ALV-RHOTIC >> *DENT overrides that general ban, and
forces more-marked dentals before [r]. Other constraints not shown in (169), including
constraints against segmental deletion or insertion or change of major POA, must aso
dominate * DENT, making realization of adental the most harmonic way to satisfy the high-

ranking * ALV-RHOTIC constraint.

(169) Canonica Dentdization: * ALV-RHOTIC >> *DENT >> |O-IDENT[+DIST]
a Dental in Pre-Rhotic Context

(i) input alveolar
ftrain/ *ALV-RHOTIC | *DENT |IO-IDENT[+DIST]
a tran *1
b. = train * *

(ii) input dental
ftrain/ *ALV-RHOTIC | *DENT |IO-IDENT[+DIST]
a train *1 *
b. = train *

b. Alveolar Elsewhere

(i) input alveolar
/loud/ *ALV-RHOTIC | *DENT |IO-IDENT[+DIST]
a < loud
b. loud *1 *

(i) input dental
/loud/ *ALV-RHOTIC | *DENT |IO-IDENT[+DIST]
a < loud *
b. loud *1

In this grammar, dentals appear dways and only before [r], no matter which aternant is
presented by the input string. Inputs are rich in non-contrastive [+distributed] features, and

|O-IDENT[2DIST] islow-ranking in the dentalization hierarchy.
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5312 Dentalization in Affixed Words

Words with class 1 affixation conform to the canonical dentdization pattern, and
wordswith class 2 affixes do not. Pre-rhotic dentalization underapplies in class 2 affixed
words because dentalization is not conditioned in the related base. The two different
patterns, norma application in class 1 and underapplication in class 2, are produced by
ranking two different OO-Identity constraints ranked in the dentalization hierarchy. OOo-
IDENT[+DIST] outranks *ALV-RHOTIC, so satisfying paradigmetic identity in loa[d]
loa[d]er takes precedence over dentaizing the coronal before the rhotic suffix. OOj-
IDENT[+DIST] is lower-ranked, below * ALV-RHOTIC, and dentdization applies normally in
theclass 1 paradigm eleme[nt]  eleme[nt]ary, even though this decreases identity of the
related words.

Tableau (170) shows evduetion of a class 2 paradigm against recursions of the
dentalization hierarchy. Candidate (170a) is the overapplication paradigm, in which
dentalization applies in the base, where it is not conditioned. In candidate (170b)
dentalization applies normally, always and only where it is expected. In optimal (170c),
dentdization underappliesin the affixed word because dentalization is not conditioned in the

base.
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(270) Class 2: Underapplication
OOg2-IDENT[+DIST] >> * ALV-RHOTIC >> *DENT >> | O-| DENT[+DIST]
candidate (a) loa[d] loa[d]er overapplication
candidate (b) loa[d] loa[d]er normal application
& candidate (c) loa[d] loa[d]er underapplication
Recursion (A)

Nogld)/ 00, *ALV- |+DENT 10- >>
Ip[zpist] | RHOTIC ID[DIST]
a logd] *!
b. loa[d] *
c.= logd] *
Recursion (B)
>> | Noald]+er/ 00, *ALV- 1+ DENT 10-
Ip[+Dist] | RHOTIC ID[£DIST]
&, loa[d]er *
b. loa[d]er *1 *
c.=  logdler * *

The overgpplication candidate (170a) has a subharmonic base, and is ruled out by its
violaion of *DENT in the dominant recursion of constraints. The competition between
normal application (170b) and underapplication (170c) is decided by OO2-IDENT[+DIST]
ranked above * ALV-RHOTIC — underapplication is optimal because it satisfies the dominant
identity constraint. The optimad paradigm's violation of the dentalization-inducing
markedness congtraint * ALV-RHOTIC islow-ranking and irrelevant.

As discussed, underapplication can be optima only if paradigms are evauated
against a recursive hierarchy of constraints.  Underapplication entails violation of an
aternation-inducing markedness constraint — in this case, underapplication violates *ALV-
RHOTIC — but overgpplication satisfies it, and violates only lower-ranked context-free
markedness or |0-Faith constraints. Non-recursive evauation of paradigms can only

produce overapplication.
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a71) Wrong Result from a Non-Recursive Hierarchy

NloaD/  /loa[d] + ery/ 00,- *ALV-RHOT | *DENT | |O-ID[+DST]
ID[+DST]

a & load] lodd]er * * *

b. load] load]er *1

The base of an OO-correspondence relation has priority over the derived word, in that the
base must conform to the language's canonical patterns. The priority of the base is ranking
priority in the recursive hierarchy —it is subject to higher-ranked constraints, and is aways
maximally harmonic. When a phonological process is properly conditioned in the derived
word but not in the base, overapplication isruled out and underapplication is ruled in by the
recursive evaluation, asin (170).

Only class 2 paradigms in Northern Irish English show the underapplication
identity effect. Class 1 affixed words conform to the canonical dentalization aternation,
even when this entails non-identity of affixed word and base. Thus, when a corond is
followed by an [r] in aclass 1 &ffix, it surfaces as dentd, even though the corresponding
segment in the base is aveolar. Dentdization takes precedence over paradigmatic identity;

the constraint that demands dentals, * ALV-RHOTIC, dominates OO;-IDENT[+DIST].
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a72) Class 1: Norma Application
* ALV-RHOTIC >> OO1-IDENT[+DIST], *DENT >> |O-IDENT[+DIST]
candidate (a) deme[nt] element]ry overapplication
& candidate (b) eleme[nt] eleme[nt]ry normal application
candidate (c) eleme[nt] element]ry underapplication
Recursion (A)
Input: /elemelnt]/ | *ALV- 003- *DENT 10- >>
RHOTIC ID[+DIST] ID[+DIST]
a eleme[m] x| * *
b. = eleme[nt]
C. eleme(nt]
Recursion (B)
>> | Input: *ALV- 00;- *DENT 10-
/eleme[nt]+ary/ RHOTIC ID[£DIST] ID[+DIST]
a.  eemelnf]ry
b. @”eleme[m]ry * * * * * *
c. dement]ry *1

Candidate paradigm (172a), which overapplies dentalization in the base, is eliminated by its
violation of *DENT in the dominant recursion. The normal application and underapplication
paradigms in (172b-c) have the same maximally-harmonic base with word-fina aveolars.
The underapplication candidate in (172c) violates * ALV-RHOTIC by failing to dentalize in
the affixed word, and this violation isfatal. Normal application in (172b) isoptimal, in spite
of its OO1-Identity violation.

No ranking can be established between OO1-IDENT[+DIST] and *DENT. It can
only be shown that both rank below *ALV-RHOTIC, and that *DENT outranks 10O-
IDENT[+DIST]. The ranking of *DENT and OOs-ldentity could be established if
dentalization is conditioned in the base and not in the derived word, the reverse of the
situationin (172). Suppose class 1 morphology includes a truncation process that removes
the word-fina rhotic from ladder, producing lad. If dentalization overgpplies and the

truncated word surfaces with adental [ledor  leed], then OO1-IDENT[+DIST] >> *DENT,
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and if dentalization applies normally in the hypothetical class 1 truncation and lad surfaces
with an aveolar, the opposite ranking holds.

Now suppose that the hypothetical ladder  lad truncation belongs to class 2.
Given the OO2-IDENT[+DIST] >> * ALV-RHOTIC ranking established by underapplicationin
loa[d] loa[d]er, the optimal class 2 truncation is predicted to show overapplication, as in
la[d]er la[d], sincethis satisfies both high-ranking constraints.
a73) Hypothetical Class 2 Truncation: Overapplication in ladder lad

OO2-IDENT[+DIST] >> * ALV-RHOTIC >> *DENT >> |O-| DENT[+DIST]

candidate (a) la[d]er 1a[d] underapplication
candidate (b) la[dler 1a[d] normal application
& candidate (c) lad]er 1ad] overapplication

Recursion (A)
Neddler/ 00,- *ALV- |«pDENT 10- >>
Ip[zpist] | RHOTIC ID[DIST]
a lagd]er *!
b. lad d]er *
c.e laddler *
Recursion (B)
>> | Noa[d]+er/ 00,- F:ﬁ(;}/l'c *DENT 10-
ID[+DIST] ID[+DIST]
a. lad] *
b lad] *1 *
c.= lad] *

Were thiskind of truncation possible, some class 2 paradigms show underapplication (like
load loader) and others would show overgpplication (as in ladder  lad), depending on
which word in the paradigm properly conditions dentalization. This hypothetical case
reinforces the point made eerlier, that underapplication is optimal only when the dternetive
is non-canonical phonology in the paradigm's base. Overapplication is aways more
harmonic than underapplication, and it will win out whenever it can — namely, whenever it

isn't prevented by the recursive evaluation.
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To summarize, paradigmatic identity forces underapplication of dentalization in class
2 affixed words of Northern Irish English, while dentalization disturbs paradigmatic identity
in class 1 ffixation paradigms. The dentalization hierarchy is repeated in (174).
274) Summary Ranking

OO2-ID[+DIST] >> * ALV-RHOTIC >> OO1-ID[+DIST], *DENT >> |O-ID[+DIST]
Class 2 affixed words are faithful to their bases and class 1 words are not, because two
distinct OO-Identity constraints rank differently in the dentalization hierarchy. The
constraint on the OO,-correspondence relation is higher-ranked than its OO;-Identity
counterpart, as is typicaly true in English. In this specific example, the OO,-Identity >
OO;-Identity ranking is established by an intervening markedness constraint, *ALV-
RHOTIC. In the cluster smplification case analyzed below, OO,-Identity >> OO1-ldentity

is established by intervention of an |O-Faith constraint.

5.3.2 Standard English Cluster Simplification
In dl English didects, certain consonant clusters are simplified in word-final

position. For example, the root-final corona nasa does not surface in condemn
[kan.dem], presumably for syllabification reasons; both nasals cannot be part of the same
codacluster. The corona nasal must be present in the underlying form of this root, because
it surfaces in condemnation [kan.dem.ney.SAan], where it is syllabified as an onset to a
vowel-initid class 1 suffix. However, when the same root precedes a vowe-initia class 2
suffix, the corona nasal fails to surface, even though it could be accommodated by the
syllable structure in condeming [kan.de.mig], *[kan.dem.niy]. This is an
overapplication identity effect: cluster smplification applies in the class 2 affixed word,
whereit is not properly conditioned, because cluster smplification is properly conditioned
in the unaffixed base. A number of other clusters show similar behavior (see Borowsky,

1986, 1993).
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(175) Cluster Simplification

Simplex Base Class 1 Affix Class 2 Affix
cluster smplifies cluster surfaces cluster smplifies

a condemn condemnation condemning
damn damnify damning

b. bomb bombard bombing
crumb crumble crumby
thumb Thumbelina thumbing

C. long elongate longing
strong strongest strongly

d. sign signature signer
resign resignation resigning

appears to be exempt from such a sonority-distancing requirement). | leave these questions
asde, and invoke a brute-force constraint specific to the condemn example that bans
tautosyllabic [mn] clusters. The *mn]g constraint has to outrank 10-MAX to force
deletion of one of the nasalsin the unaffixed word condemn.

(176) Canonical Cluster Simplification

The cluster resolution cases demonstrate a direct conflict between 10-Faith and OO-
Identity constraints. In class 1 affixation, 10-Faith takes precedence over OO1-Identity.
The affixed word in the class 1 paradigm condemn  condemnation redlizes al input
segments, in satisfaction of 10-MAX, even though one of these segments is not redized in
the base, and OO1-DEP is violated (the root-final [n] in the affixed word has no base
correspondent). Thus, the ranking is IO-MAX >> O01-DEP. |n class 2 afixation, on the
other hand, IO-MAX is violated under domination by OOo-ldentity. In condemn
condemning, the input root's [n] is not redized in the affixed word so that an OO2-DEP
violation is avoided. Class 2 affixed words are more faithful to their bases than class 1
affixed words are; in particular, class 2 affixed words can only realize root segmentsthat are
also redlized in the base. The relevant ranking is OO,-DEP >> |0-MAX.108

To demonstrate the conflict between |O-MAX and the two OO-DEP congtraints, |
need some analysis of the canonica cluster simplification phenomenon.  Cluster
simplification seems to be driven by syllabification constraints, but it is not immediately
obvious what these constraints are. Sonority sequencing could play arole; the [gn] cluster
in (175d) has amarked sonority rise, and the [mb] and [ng] clusters in (175b-c) may have

an insufficient sonority fall, unlike thelicit word-fina clusters [mp] and [nk] (corona [nd]

108 Opviously, all affixed words violate OO-DEP by redlizing affixal materid. However, | assume a
bifurcation of faithfulness into Root-Faith and Affix-Faith (McCarthy & Prince, 1994ab), and that
OOAaffix-DEP constraints are violated under domination by 10affix-MAX and/or a MORPHDIS constraint
that requires morphologically distinct forms to be phonologically distinguishable (see § 2.3.2). The OO-
DEP constraints relevant to the cluster simplification analysis are OORgqt-DEP constraints.
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/kandemn/ *mn]g 10-MAX
a kan.demn x|
b. = kan.dem W

Class 2 affixation shows overapplication of the cluster smplification; the root-final
cluster in comdemning is simplified even though the two nasals could be heterosyllabic in
the affixed word. The OO,-correspondence constraint that forces overapplication is OO»-
DEeP, which requires al segments in the affixed word to correspond to a segment in the
base. Ranked above 10-MAX, OO,-DEP prevents redlization of the root-fina coronal nasal
in the affixed word.

177) Overgpplication in Class 2 *mn] g, O02-DEP >> |0O-MAX

a [kan.demn] [kan.dem.nig] underapplication
b. [kan.dem] [kan.dem.nip] normal application
F C [kan.dem] [kan.de.min] overapplication
Recursion (A)
/kandemn/ *mn]g  OO,-DEP IO-MAX | >>
a kan.demn *1
b. kan.dem *
c.& kan.dem *

Recursion (B)

>>

/kandemn + 1/

*mn]g

0O0»-DEP

10-MAX

a. kan.dem.niy

b'. kan.dem.nin

*|

c.¥  kan.de.mip

*

Candiate paradigm (177a) is the underapplication candidate: cluster simplification fails to

apply in the base [kan.demn] because it is not conditioned in the affixed word
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[kan.dem.n1g]. Underapplication in the base violates high-ranking markedness in the
dominant recursion, and is not optima. Candidate (177b) is the norma application
candidate, in which cluster simplification applies dways and only where it is properly
conditioned, so both nasals surface heterosyllabicaly in the derived word. This candidate
fatally violates OO»-DEP, since the coronal nasal /n/ has no correspondent in the base. The
optimal overapplication paradigm (177c) satisfies OO,-Identity by failing to redize the
coronal nasal in the derived word and violating lower-ranked |O-MAX.

In class 2 affixation, the root-final coronal nasal in /kandemn/ cannot be realized in
the affixed word condemning simply becauseit is not realized in the output base condemn.
Class 1 affixation is different. In class 1 paradigms like condemn  condemnation, the
root-final cluster must be realized in the affixed word in spite of the entailed violation of
OO;-Identity. Because |IO-MAX >> O01-DEP, both nasals surface in the affixed word.

(178) Class 1: Normal Application *mn]g >>10-MAX >>001-DEP
a [kan.demn] [kan.dem.ney.San] underapplication
< h. [kan.dem] [kan.dem.ney.San] normal
application
C. [kan.dem] [kan.de.mey.5An] overapplication
Recursion (A)
/kandemn/ *mn]g 10-MAX 0O01-DEP |>>
a kan.demn *|
b. = kan.dem *
c. kan.dem *

Recursion (B)

>> | [kandemn + (ey)$an/ *mn]g 10-MAX 00;-DEP
a. kan.dem.ney.SAn
b'. # kan.dem.ney.$An

c. kan.de.mey.3An *|

The underapplication paradigm (178a) is not optimal because it violates *mn]g. The
competition between normal application in (b) and overapplication in (c) demonstrates the
10-Faith >> OO;-Identity ranking. Candidate (178b) satisfies OO1-DEP, but incurs a
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greater violation of |O-MAX than optimal (178c), since the affixed word does not provide a
correspondent for one segment of the input root. The optimal paradigm shows normal
application of cluster simplification because OO1-Identity ranks lower than |O-Faith.

For words with class 1 affixation, it is more important to realize al input segments
than to avoid a consonant without a base correspondent: |O-MAX >> O01-DEP. For words
with class 2 affixation, identity with the base is paramount, and input material is not realized
in the affixed word if it is not redized in the base OO2-DEP >> |O-MAX. The cluster
simplification hierarchy is summarized in (179).

(a79) Cluster Simplification
*mn]g, O02-DEP >> |O-MAX >> O01-DEP
This ranking same of 10-Faith and OO-ldentity constraints is responsible for another

diagnostic of affix classhood in English: the possibility of affixation to bound roots.

54 Aggressive Closure: Affixation to Bound Roots

One of the differences between class 1 and class 2 affixes in English is whether or
not they attach to bound roots: class 1 affixes can (electric, inane) and class 2 affixes
cannot (*electriful, *unane).109 This follows directly from the ranking of the faithfulness
constraintsin (179): OO2-DEP >> |O-MAX >> O01-DEP. The cluster simplification case
shows that root material cannot be redlized in class 2 affixed words unless it is also present
in the base. The inability of class 2 affixes to attach to bound roots is part of the same
generalization: if thereis no output base, there can be no class 2 affixed word.110

Bound roots, which require an affix or other morphological augmentation, must be
distinguished from free roots, which can appear as words on their own. | assume that
bound roots are lexically marked as such and prevented from surfacing on their own by an

inviolable morpho-phonological constraint BOUNDROOT (roughly, "unaffixed bound roots

109 The small number of exceptions to this generalization include hapless, feckless, gruesome and fulsome
gsee Allen, 1978).
10| am indebted to Eric Bakovic for making this clear to me.
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cannot be words"). When an unaffixed bound root is fed into the grammar, BOUNDROOT
>>|O-MAX ensures that the optima output is the null parse, which | take to be an empty
string [4].

McCarthy & Prince (1993a:87.2) characterize the null parse as a phonologically
unanayzed representation (see also Prince & Smolensky, 1993; Mester, 1994). The
grammar is fed an input and gives back the unaltered string. Considering this in light of
Correspondence Theory, | take the null parse to be a failure by the Gen function to supply
any correspondent output segments to a string of input segments.

The null output of an input bound root can stand in an OO-correspondence relation
with an affixed word, as shown in the schematicsin (180).

(180) Affixation to Bound Roots

a Class 1 affixation to a bound root b. Class 2 affixation to abound root
OO01-Identity OO2-Identity
[2} > eectric [} > g (*eectriful)
N N N
/electr/ /electr +ic/ /electr/ /electr + ful/

When the bound root /electr/ comprises the entire input string, the optima output is a
segmentally-empty string [2]. When an affix is concatenated with the bound root, the affix
subcategorizes for an OO-correspondence relation between the affixed output and the null
output base. The class 1 paradigm @  electric in (180a) incurs a maxima violation of
001-DEP, since none of the segments in electric have correspondents in the empty base.
Theinput /électr + ic/ must nevertheless be redized, because |0-MAX outranks OO1-DEP
in English (see (178) above). Class 2 &ffixation behaves differently because OO»-DEP
ranks above |O-MAX (see (177) above), so it is better to fail to redize theinput /electr + ful/
than to have segmentsin a class 2 affixed word with no base correspondents.

Tableaux (181) and (182) show how the proposal works. Each tableau evaluates

three paradigms: one in which both inputs have segmentally-contentful outputs, one in
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which only the affixed word has output segmentism, and one in which neither input has
corresponding output segments.

(1812) Class 1: Affixationto Bound Root ~ |O-MAX >> 00;-DEP

a electr eectric
< h. @ €electric

C. g 2
Recursion (A)
/ eectr/ BOUNDROOT | 10-MAX | OO;-DEP |>>
a eectr *1
b. &= "] * Kk k ok k%
C- ﬂ * kkkk*k

Recursion (B)

>> | [ electr +ic/ BOUNDROOT 10-MAX 001-DEP
a. eectric I
b’.@ da:trIC * k kkkkkk
C,. ﬂ ********!

Candidate paradigm (1814) fataly violates BOUNDROOT by alowing the bound root to
stand as aword on itsown. The remaining candidates (181b) and (181c) have a null output
base and survive evaluation by the dominant recursion of constraints. In candidate (181c),
the affixed input string is not supplied with corresponding output segments. This satisfies
the OO1-Identity constraint, but it fatally violates dominant IO-MAX. It is more important
to realize the /bound root + class 1 affix/ input than to achieve identity with the null output
base.

In class 2 dffixation, the rank of 10-Faith and OO-Identity is reversed, so that it is
more important to achieve identity in the paradigm than to redize the affixed input string.
Asshown in (182), OO,-DEP outranks |O-MAX.

-202-




(182) Class 2 Affixation to Bound Root 002-DEP>> |O-MAX

a eectr eectriful
b. @ eectriful

&« C g 0
Recursion (A)

/electr/ BOUND RoOT | OO2-DEP | IO-MAX | >

a electr *|

b. ﬂ *kkk k%

C. [v=ad g *kkkk Kk

Recursion (B)
>> | [electr + ful/ BOUND RooT 00,-DEP |0-MAX

a. eectriful * ok
b. eectriful FAE XA FAAK |
C’.@a g *kkhkkkkhkkkkk

Again, the (a) candidate violates BOUNDROOT and is eliminated. Candidate paradigm
(182b) supplies an output for the bound root only when it is affixed, which satisfies
BOUNDROOT, and it also fares better on 10-MAX, but thisg  electriful paradigm violates
0O0,-DEP maximally, since none of the affixed word's segments have correspondents in the
null base. This OO2-DEP violation is fatal, because OO2-DEP >> |O-MAX. The optimal
paradigm is (182c) @ @, in which neither input is redlized as an output word. A /bound
root + class 2 affix/ input cannot have output 10-correspondent segments because there are
no OO-correspondent segmentsin the base.

The O02-DEP >> |O-MAX >> O01-DEP ranking that allows class 1 but not class 2
affixes to attach to bound roots is the ranking responsible for the cluster smplication
patterns. In general, class 2 affixed words cannot redlize root segments that are not also
redized in the base. In the cluster simplification cases (damn  damning, bomb
bombing) the OO,-DEP >> |0-MAX ranking demands overapplication segmental deletion,
and in the bound root cases the same ranking forces non-realization of entire morphemes.
Thus, inability of class 2 affixes to concatenate with bound roots is an aggressive closure

effect, forced by an OO»-Identity >> |O-Faith ranking.
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Positing a correspondence relation between an affixed word and a null output base
does not make it possible to generate misapplication identity effects — processes cannot
over- or underapply in words like electric or inane. The observation in procedura termsis
that bound roots are not cyclic domains (Brame, 1974; Kiparsky, 1982a, 1985b; Inkelas,
1989). In TCT, misapplication or "cyclic" effects cannot occur in words like eectric
because the base of the OO;-correspondence relation has no segmentism. If the base has
no phonology, the affixed word cannot mimic the base in an under- or overapplication
identity effect.

In Lexicad Phonology, these two observations about bound roots — (i) that they
cannot be made into words by class 2 affixation, and (ii) that they are not cyclic domains —
are handled by separate stipulations. The first follows from the requirement that the output
of each cycle or levd of derivation is a word (Brame, 1974) or a lexeme (Kiparsky,
19824).111 Bound roots like English electr- or -ane cannot undergo class 2 affixation a
Lexical Phonology's level 2 simply because they cannot be output from level 1. The second
observation, that bound roots are not cyclic domains, requires a separate stipulation, known
as the Strict Cycle Condition (SCC) (Kean, 1974; Mascar6, 1976; Hdle, 1979; Kiparsky,
1982a; Cole, 1995) or the (Revised) Alternation Condition (RAC) (Kiparsky, 1968). Since
stress rules apply cyclicdly a leve 1, the SCC/RAC is invoked to prevent rules from

cycling on bound roots.112

111 | exemesinclude words and a subset of bound roots, namely those made into full words by obligatory
inflection (see §6.3).

112 The SCC/RAC does more than block cyclic rules on bound roots. It also prevents certain aternations
from taking place in non-derived environments, so that, for example, simplex nightingale fails to undergo
trisyllabic laxing even though the derived word divinity does (see Kiparsky (1993) and Cole (1995) for
other examples). Non-derived environment blocking (NDEB) clearly does not follow from paradigmatic
identity, since the "underapplication" of phonology occurs in simplex words, and thereisno related derived
form of nightingale that could (through violation of base-priority) impose its tense vowel (nightingale-
ish?). The theory of phonologica classhood developed here suggests a solution to NDEB effects. It is
possible that distinct |O-correspondence relations are keyed to classes of simplex words, so that faithfulness
to the underlying tense vowel is more important for nightingale than it is for divinity. Verhijde (in prep.)
develops this kind of analysis of NDEB in Sanskrit, in which distinct rankings of 10-Faith constraints
hold over (etymologically-defined) morpheme classes. Burzio (1997a) also andyzes NDEB as a
faithfulness effect.
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In TCT, both observations follow from the same assumption, that an affixed word
built from abound root does not have a segmentally-contentful output base. The base has
no derived phonology that the affixed word can be faithful to, so there can be no cyclic
effectsin words built from bound roots. The lack of phonologica content in the base can
also prevent redlization of the affixed word, if paradigmatic identity takes precedence over

faithfulness to the input string.

55  Summary of Results: Closure and Stress

As mentioned at the outset of this chapter, | take stress patterns, closure effects and
affixation to bound roots — i.e,, the misapplication identity effects — to be the primary
diagnostics of affix classhood in English. Other diagnostics have been proposed, and some
of these are discussed in 85.6 below. First | briefly review the results of the analyses of the
main class behaviors.

| have shown that there is no phonological closure, either prosodicdly or in serid
terms. Classes of affixed words are not distinguished by their syllabification or by the
order of stepsin the derivation. Closureisan illusion produced by OO-Identity constraints,
ranked above markedness or |O-Faith constraints. Closure occurs only in class 2
paradigms, because only OO,-correspondence constraints are high-ranking enough to force
them. The OO1-correspondence constraints are lower-ranked, and cannot demand the same
degree of faithfulness, although they can force misapplication of secondary stressin class 1
paradigms. As noted earlier, the identity-based analyses of stress and closure present a
unified account of level-ordering and true cyclicity. There is no difference between the
level-ordering effects on stress and segmental phonology in class 2 paradigms and the
cyclic application of stressin class 1 words; both are misapplication identity effects.

The English cases also show that any phonological process can misapply. In
Northern Irish English, for example, OO-Identity constraints force both morphophonemic

cluster smplification and alophonic dentalization to misapply. | conclude that there is no
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correlation between whether or not an aternation is distinctive and whether or not it can
misapply in paradigms. This is a departure from Lexicad Phonology, in which both the
class Uclass 2 split and the phonemic/dlophonic distinction are associated with certain
stages of derivation.113

The cluster simplification casein English provides anew kind of evidence that OO-
Identity constraints are distinct from 10-Faith constraints. In the Sundanese and Tiberian
Hebrew case studies, this claim rested primarily on the Richness of the Input principle.
Inputs are rich in alophones, so |0-Faith constraints must rank below the relevant
markedness constraints, while analogous OO-Identity constraints are higher-ranked and
force alophonic aternations to misapply. In the English cluster smplification case, there is
direct conflict between OO-Identity and |O-Faith, which isresolved differently in each class
of affixed words. Theroot in condemnation includes its final coronal nasal, demonstrating
(i) that this (unpredictable) segment is present in the UR of the root, and (ii) that |IO-MAX
>> 001-DEP, while the root in condemning fails to realize the final nasal of the UR because
0O0,-DEP >> |O-MAX. If the two types of faithfulness constraints interact directly, they
must be distinct components of the same constraint hierarchy.

Two other points deserve mention. First, because they involve underapplication of
phonology, the English stress and closure patterns rely on recursive evauation of
paradigms. | return to adiscussion of recursion and base priority in §6.4. Also note that in
dl of the analyses presented, OO2-Identity ranks higher than OOs1-ldentity, and class 2
affixed words are more faithful to their bases than class 1 affixed words are.  This suggests
ameta-ranking of the English faithfulness constraints, such that OOo-Identity constraints
rank egual to or higher than their OOs1-Identity counterparts. Why the OO-Identity
constraints cluster in thisway is not clear. Given unrestricted ranking possibilities, class 2
affixation might be expected to be more faithful than class 1 affixation aong some

dimensions and less faithful along others. It is possible that the clustering effect facilitates

113 see §5.7.2 for abrief discussion of the Structure Preservation principle.
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learning, and is favored for this reason. | leave this as an open question, and turn next to
facts which are consistent with (and possibly derived from) the OOo-ldentity >> OO;-

Identity meta-ranking.

5.6  Other Correlates of Affix Classhood
5.6.1 Compostionality and Productivity

In the genera case, class 2 dffixation is semanticaly more transparent or
compositional and more productive than class 1 affixation. Kiparsky (1982a) suggests that
class 2 affixes are not limited in productivity except by part-of-speech restrictions and
blocking effects, so that, for example, plura -s attaches to al nouns except those with
specid (lexicaly-marked or class 1) plura morphology (e.g., children, people, etc.).
Aronoff & Sridhar (1983) agree, claming that "[p]ositive morphological conditions on
productivity are found only with Level | affixes' (see also Aronoff & Anshen, 1979).

In aseria theory like Lexical Phonology, a connection can be made between class 2
affixation and productivity/compositionality by the serial metaphor itself. Class 2 affixation
is more productive because it takes place "later", or closer to the surface form. Class 2
affixation istherefore less abstract, or more transparent. The idea is that it is easer for the
speaker to access material (morphemes and rules) closer to the surface, so class 2 affixation
should be more productive than class 1 affixation. This line of argument obviously does
not go through in a pardle theory. Since there are only inputs and outputs, there is no
sense in which anything is closer to the surface than anything else. Once the serid
conception abandoned, the link between compositiondity or productivity and affix
classhood loses some of its motivation. Moreover, there are degrees of compositionality
and productivity, and context often plays a role (e.g., deadjectival -en is productive with
monosyllables only: widen, redden but * narrowen, *purplen). Overal, itisnot easy to see

how class-defining threshholds of productivity and compositionality could be determined.
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| suggest that the connections between phonological transparency, semantic
compositiondity and productivity are either functiond, or ruled formally by some
component of grammar other than the phonology. The congtellation of phonological
transparency, productivity and compositionality is interesting and important, not least to
language learning, but the semantic and morphological facts have no forma status in the
phonological component. Membership in class 1 or class 2 is a phonological festure of an

affix.

5.6.2 Affix Ordering

Unlike other theories of English affix classhood, TCT does not predict that
multiply-affixed words show any specia order of affixation. As far as the phonology is
concerned, affixes of either class may be concatenated in any order.

Siegel (1974) wasthefirst to claim that there is a necessary ordering between class
1 and class 2 affixation, such that class 1 affixes can appear inside of class 2 affixes (nony-
il1-legible, danger-ousi-nessp), but class 2 affixes cannot appear inside of class 1 affixes
(*ing-nong-legible, *tender-nessp-ous;). This Affix Ordering Generalization (AOG) is
entailed by the seria theory assumed by Siegel and by Lexical Phonologists: class 1 affixes
attach before class 2 affixes do, so class 1 affixes are always on the inside. Some
representational theories of affix classhood are a so committed to the AOG. Selkirk (1982),
for instance, predicts the AOG structurally: class 1 affixes atach to roots, and class 2
affixes attach to words, and words dominate roots in morphologica structure. AOG
violations reguire a root to dominate a word (e.g., *[[[[tender]yw ness|w]r ous]y) and are
ungrammatical.

Because the AOG follows from fundamenta premises of both Lexica Phonology
and Selkirk's word-structure theory, violaions of the AOG have received some attention.
There are two kinds of AOG violations: (i) ordering paradoxes, in which a class 2 suffix

appears inside a class 1 suffix (eg., depend-ablep-ity;, standard-izeo-ationp), and
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(i) bracketing paradoxes, in which selectional restrictions or scope facts show that a class 2
prefix isinside of a class 1 suffix (e.g., [un>-grammatical] -ityq, [ misp-represent]-ationy).
Various solutions to the aleged paradoxes have been proposed. One is to assume that
ordering paradoxes like -ability and -mental are entered in the lexicon as units. This seems
plausible in some cases, but it misses generdizations: in particular it fails to capture the fact
that -ability has the same selectional requirements as -able. Another way to resolve the
ordering paradoxes is to suggest that the aleged class 2 affixes actualy belong to class 1
(Aronoff, 1976; Selkirk, 1982; Kiparsky, 19824). For the bracketing paradoxes, Kiparsky
proposes that there is reanalysis of the morphological bracketing (or blocking of bracket
erasure). Mohanan (1982, 1986) solves both kinds of paradoxes with the loop device,
which allows the output of alater level to re-enter an early level of derivation.

TCT does not need to say anything special about the "paradoxica" cases, since there
are no phonological restrictions on the order of affixation in a multiply-affixed word. In a
parald theory, the ordering paradoxes evaporate in an obvious way. There is no seria
derivation, so there is no reason to expect that a class 2 suffix cannot appear inside of class

1 suffix. A multiply-affixed word like dependability is part of an extended paradigm.

(183) An "Ordering Paradox"
00,-1dentity 0O,-Identity
depénd > depéndable > depéndability

/d£md/ /depenc? + abley/ /depend + gblez +ityq/
The phonological relationsin this extended paradigm are strictly local — that is, each pair of
words is related by an OO-correspondence relation. In this case, the two affixes trigger
different types of OO-correspondence: class 2 -able triggers an OO»-correspondence
relation between its affixed output dependable and its base depend, while the outermost
suffix in dependability triggers an OOj-correspondence relation with its output base
dependable. Each subparadigm shows the phonological behavior expected from the rank of

the appropriate OO-Identity constraints. Consider the stress facts: depéndable is faithful to
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main stress on its base depénd because OO2-ANCHOR >> ALIGN-R (i.e., *dependable), and
depéndability preserves its base's stress foot as a secondary stress foot (* dependability)
because OO1-ANCHOR >> ALIGN-L.

Because OO-Identity is evauated locdly, in pairs of words or subparadigms,
attaching a class 2 affix inside of a class 1 affix is not problematic for the phonology.
Bracketing paradoxes, like ordering paradoxes, fall by thewayside. The order of affixation
inaword like ungrammaticality is free to reflect the selectiona generalizations, so that the
class 2 prefix un- attaches to the adjective grammatical, and the class 1 suffix -ity turns that
adjectiveinto anoun.

(184) A "Bracketing Paradox"
00,-1dentity OO;-Identity

grammétical > ungrammétical > ungrammaticality

/gramﬁaical/ funy + grgnmaticall N[ung + gram,rrwatical]+ ityq/
The extended paradigm consists of two subparadigms, each involving a different OO-
correspondence relation: an OO,-correspondence relation triggered by un- holds over the
grammatical ungrammatical subparadigm, while the ungrammatical  ungrammaticality
subparadigm is governed by the OO1-correspondence relation triggered by the outermost
affix -ity. Tableau (185) evauates the extended paradigm againgt the stress hierarchy
established in §5.2.114

114 The word grammatical is itself morphologically complex, and could be related to an output base by an
OO-correspondence relation. However, the constituent(s) it contains (gramma or grammatic) do not occur
asfreewordsin English. And because grammatical does not have a (segmentally-contentful) output base,
OO-correspondence constraints are irrelevant to the determination of its surface phonology.
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(185) a StressConstraints
NONFINALITY, OO2-ANCHOR(Ft, Ft, L) >> ALIGN((Hd)Prwd, R, Prwd, R)
>>  O01-ANCHOR(Ft, Ft, L) >> ALIGN(PrWd, L, Ft, L)
>> |O-ANCHOR(Ft, Ft, L)

b. Candidate Paradigms

a (grédmma)tica (un)(gramma)tical (un)(grammati(cdli)ty
b. gram(méti)ca (tn)gramma(tica) (Un)gramma(tical )ity
c. gram(méti)cal (un)gram(méti)cal (un)gram(méti)cality
& d. gram(médti)ca (Un)gram(méti)cal (Un)gram(mati)(cali)ty
Recursion (A)
/grammatical/ NON 00y | ALIGN- 00s- ALIGN- | >>
FINAL  ANCHOR R ANCHOR L
a  (gramma)tica !
b.  gram(méti)cal * *
c.  gram(méti)ca il *
d. @« gram(méti)ca ** *
Recursion (B)
>> | Jung+grammatical/ NON 00y~ | ALIGN- 00s- ALIGN- | >
FINAL  ANCHOR R ANCHOR L
a.  (un)(gradmma)tical RS
b'. (tn)gramma(tical) *1 *1 *
c.  (On)gram(méti)cal *
d. = (un)gram(méti)cal * *
Recursion (C)
>> | [[ung+grammatical ] +ity1/ NON 002~ | Auien-| 003- | ALIGN-
FINAL | ANCHO R | ANCHOR L
R
a'.  (un)(gramma)ti(cali)ty * % *
b".  (Un)gramma(tical)ity *xx
c'.  (un)gram(mati)cality *okokok |
d".< (tn)gram(mati)(cali)ty * *

The output grammatical is not compared to any output base, so it conformsto the canonical
pattern of rightward but non-final main stress. The output ungrammatical is subject to
paradigmatic identity constraints, in particular to the OO,-ANCHOR triggered by the class 2
prefix. In candidate (185b), the subparadigm gram(méati)cal ~ (Un)gramma(tical) fatally

violates OO2-ANCHOR (as well as NONFINALITY). The two candidates that survive the
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second recursion contain the class 2 subparadigm gram(mati)cal  (Un)gram(méti)cal,
which satisfies OO,-Identity by violating lower-ranked ALIGN-R. In optimal paradigm
(185d), identity of main stress is not achieved in the class 1 subparadigm
(un)gram(mati)cal  (n)gram(mati)(cali)ty because ALIGN-R outranks the OO1-ANCHOR
constraint invoked by the outermost class 1 suffix.

With respect to stress, there are no ill effects of redizing a class 2 &ffix inside a
class 1 affix. This is good, given the existence of AOG violations. | propose that the
phonological component is not responsible for determining the legitimacy of affix
combinations. Fabb (1988) argues that affix combinations are governed by selectional
restrictions only. Fabb considers 43 English suffixes which, controlling for part-of-speech
and prosodic selectional restrictions (e.g., -ful and -al require verbal bases with final stress),
could give rise to 614 suffix pairs. If the AOG holds true and a class 2 suffix cannot
appear outside of aclass 1 suffix, 155 of these pairs are eiminated, leaving a predicted total
of 459 legitimate suffix combinations. But only 50 of these pairs actudly occur. Fabb
concludes that level-ordering hypothesis is insufficient to explain the restrictions on affix
combinationsin English.115

Of the suffix combinations that Fabb discusses, four violae the AOG: mentp-aly,
isto-icy, izep-ations and ablex-ity1.116 Although thisis a small number, when taken together
with the bracketing paradoxes it is enough to suggest that the AOG, if it is a formal
principle of grammar, is a violable one. | contend that the AOG is enforced
morphologically, not phonologically. The phonology isindifferent to the order of affixes in
amultiply-affixed word.

In most cases, disobedience to the AOG has no bad effects on the phonology.

However, there is a limited set of cases in which AOG violations are phonologically

115 The largest subset of Fabb's 43 suffixes never attach to an aready-suffixed word, and others select a
particular suffix only. Only three suffixes (-able, deverbal -er and -ness) attach freely to other suffixes
gmodulo part-of-speech requirements).

Fabb does not list all 50 combinations of the suffixes. Most of the discussion of ordering paradoxes
in the literature focuses on these four suffix combinations.
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problematic. These involve an 10-Faith >> OOs-ldentity ranking, which causes the
multiply-affixed word to be more faithful to its input than to its base. This can result in
"rephonologization” of the multiply affixed; for example, underlying material that does not
appear in an unaffixed word X or in the class 2 affixed form X-able may show up in the X-
ability word.117 Consider the cluster simplification factsin the extended paradigm condemn

condemnable condemnability.

(186) "Rephonologization" in AOG Violations
0O0,-1dentity OO;-ldentity
kan.dem > kan.de.ma.b] > *kan.dem.na.br.l1.tiy
n 0
/condemn/ /condemn+ abley/ /condemn+ abley + itys/

The class 2 word condemnable fails to redize the root-fina [n] because it has no
correspondent in the base condemn (because OO»-DEP >> |O-MAX). However, the
multiply-affixed class 1 word condemnability does redize the root-final [n], because 10-
MAX >> 001-DEP. It should be more important to realize the [n] in the underlying form of
the root in condemnability than to preserve identity with the base condemnable. Tableau

(187) shows how the anomalous paradigm is generated.

117 | am grateful to Paul Smolensky for pointing this out.
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(187) i Cluster Simplification Constraints
*mn]g, O02-DEP >> |O-MAX >> 001-DEP

ii.  Candidate Paradigms
a kan.demn kan.dem.na.b] kan.dem.na.br.l1.tiy
b. kan.dem kan.dem.noa.b] kan.dem.na.br.l1.tiy
c.  kan.dem kan.de.ma.b] kan.de.mo.br.l1.tiy
& d  kandem kan.de.ma.b] kan.dem.na.br.l1.tiy
Recursion (A)
/condemn/ *mn]g 002-DEP | IO-MAX | OO;1-DEP | >>
a kan.demn *|
b. kan.dem *
c. kan.dem *
d.6" kan.dem *
Recursion (B)
>> | /condemn+ abley/ *mn]g 002-DEP | I0-MAX | OO4-DEP | >
a. kan.dem.na.b]
b. kan.dem.na.bl *|
c. kan.de.mo.b] *
d. 6 kan.de.mo.b] *
Recursion (C)
>> | /condemn + ables + ityq/ *mn]g | OO2-DEP | IO-MAX | OO1-DEP

a'. kan.dem.no.br.litiy
b". kan.dem.ns.brlitiy

c'. kan.de.ma.br.lrtiy *1
d".6" kan.dem.na.br.l.tiy *

In this case, violaing the AOG entails that underlying materid surfaces only in the most
complex word in an extended paradigm. This rephonologization effect is possible, of
course, because each word in the paradigm is directly related to an input string, so the
underlying form of the root is as available to the multiply-affixed word as it is to any other
word in the paradigm. Nevertheless, this kind of rephonologization is unattested, and

condemnability isin fact pronounced without the root's final /n/.118

118 while there is idiolectical variation in the cluster simplification facts (see, e.g., Kenyon & Knott, 1953)
it seems highly unlikely that the same speaker would delete the /n/ in condemnable but pronounce it in
condemnability, contra tableau (187).
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Rephonologization is not aways ungrammatical — shifting main stress rightward in
ungrammaticélity from its position in the base ungrdmmatical is a sort of
rephonologization. The unattested kind of rephonologization is predicted only when 10-
Faith >> OO;-ldentity, so that some contrastive property, ruled by a high-ranking 10-Faith
congtraint, is involved in the alternation. It is not clear to me what prevents this kind of
rephonologization, so | leave this as a question for further research.

Summing up, | subscribe to Fabb's position that the AOG is not a phonological fact.
Itis, if anything, amorphologica phenomenon. In the generd case, violating the AOG has
no impact on the phonology, since paradigmatic relations are evauated localy, in pairs of
words. | have also shown that in some cases (when 10-Faith >> OO;-Identity) AOG
violations lead to undesirable phonological results. It is worth speculating that these

problematic cases contribute to the relative rarity of AOG-violating combinations.

57  Seid Alternatives

Serial analyses of English word formation are familiar from work in Lexica
Phonology. Class 1 affixation occurs at the first level of derivation, where phonological
rules (in particular, the stress rules) apply cyclically, to each morphological constituent
availableat thet level. In the derivation of origindlity, stress rules apply to the root ¢rigin,
then the class 1 -al suffix is attached and stress applies again to the constituent original, and
then -ity is attached and stress applies one more time to the full word originélity (and this
third application of the stress rules partially respects the output of the second application).
Concatenation of class 2 affixes takes place at a second level of derivation, where phonology
isnon-cyclic. All class 2 morphemes are attached to a root before the level 2 phonological

rules apply.119

119 Borowsky (1990) proposes that level 2 phonology takes place before class 2 affixes are attached. For
this reason, word-level processes (cluster simplification, vowel alternations) misapply in class 2 words.
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Theliterature on phonologica word formation in English is vadt, and | cannot do it
justice in the available space. This section sketchesin broad outline what aserial Optimality
grammar of English would look like, comparing it to the serial OT grammars required in
Sundanese (§83.5) and Tiberian Hebrew (84.7). Of the three languages, the English case is
the most complex. There are two non-initial levels of derivation, and these levels interact
with one another, such that the subgrammar that produces class 1 words can supply an input
to the class 2 subgrammar, and vice versa.  Like the other languages studied, English's
subgrammars differ only in the rank of faithfulness constraints with respect to conflicting
markedness requirements. Faithfulness is promoted at later levels, and phonology appears
to misapply in complex words.

One question that has not yet been addressed is why faithfulness is aways
promoted, and never demoted, a later levels of derivation. In rule-based frameworks, this
phenomenon was characterized as the "turning off" of phonological rules (and a ban on
turning rules on once the derivation has begun). Fewer rules apply, so there is less change
—or unfaithfulness—in words derived et later levels. Kiparsky (cited in Borowksy (1986))
named this the Strong Domain Hypothesis (SDH), and Myers (1991b) relates SDH effects
to Structure Preservation (Kiparsky, 1982a; 1985b). In 85.7.2, | review Myers arguments
about the SDH and Structure Preservation, and show that these promotion-of-faithfulness
restrictions, which are stipulated in Lexical Phonology and serid OT, are the only possible
outcome under TCT.

In 85.7.1, | argue that the English facts show up afatal flaw in serial OT. The issue
isthelink, or the absence of alink, between a complex word and its underlying form. In a
seriad framework, each stage of the derivation is a one-step mapping, and each word has just
one input: underlying forms are mapped to smplex words, and simplex words ae
concatenated with affixes and mapped to complex words. The trouble is that certain
complex words in English need access to the underlying form of the root, as well as access

to the derived base. Class 1 words paradigms are faithful to thelevel 1 outputs with respect
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to stress (original - originality), but with respect to cluster smplification they arefaithful to
the underlying root (dam<n> damnation). Moreover, some class 1 words have to have it
both ways at the same time: in condémnétion a stress identity effect co-occurs with faithful
redization of the underlying nasal cluster. If this word can only be related to one form,
either the UR or the base condém<n>, it cannot be derived. A possible elaboration of the
basic serid OT model that addresses this case looks very much like the transderivational

system, as set out below (see dso §86.4).

571 Seria OT

Phonologically, English words fall into three groups. Simplex words conform to
the "canonica" stress generalizations (rightward but non-final primary stress and left-
aligned secondary stress) and undergo segmental processes like word-final cluster
simplification. Wordswith class 1 affixes have canonical rightward primary stress, but do
not conform to the regular secondary stress pattern. Words with class 2 affixes disobey
rightward main stress and severa "word-level" segmental alternations. Serial OT associates
each surface pattern with a constraint ranking, or subgrammar.

English has three patterns, so it instantiates three subgrammars, as in (188).
Simplex words are generated at level 1, where faithfulness is low-ranking. Outputs of leve
1 can be input into one of two nor-initial levels. At levd 2A, class 1 affixes are
concatenated with level 1 outputs and input to a subgrammar that enforces cluster
simplification and right-aligned main stress, but not leftward secondary stress, by promoting
faithfulness over ALIGN-L. Class 2 affixed words are derived by another non-initia leve,
with a different ranking, in which faithfulness is promoted above both footing constraints,

ALIGN-R and ALIGN-L.
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(188)  Serid Optimality

Level 1 - smplex words
Align-R >> Align-L >> Faith
*mn]g >> Faith

/ \
/ \

Level 2A -class1 Level 2B - class2
Align-R>>Faith>>Align-L | ~—~~~~ "~~~ 777 Faith >> Align-R >>Align-L

Each subgrammar has a different ranking of faithfulness constraints, and no subgrammar
requires two markedness constraints to change their relative rank; ALIGN-R >> ALIGN-L is
fixed across the language. The consequences of permuting the rank of two markedness
congtraints in subgrammars were discussed in 83.5 with respect to the Sundanese data, and
similar arguments go through for the English case. For example, if ALIGN-L is promoted
above ALIGN-R in an English subgrammar, classes of words would differ in whether they
obey rightward or |eftward aignment of stress. Thisresultisnot as outrageous as some of
the patterns discussed earlier, but the general point holds: to the extent that subgrammar
theory is predicated on differences between levels of derivation, it is committed to explaining
the similarities them. In particular, it should explain why relative markedness rankings do
not differ.

The serial OT English grammar sketched in (188) resembles the Tiberian Hebrew
grammar in §4.7, in that both grammars have a least two non-initial levels of derivation.
Some outputs of the first subgrammar areinput into level 2A, and others are sent off to leve
2B. In Tiberian Hebrew, words produced at level 2A (jussive/2fs stems) and words
produced at level 2B (imperatives) are non-overlapping portions of the lexicon. English, on
the other hand, permits a mutual feeding relation between its non-initial subgrammars.
Outputs of levd 2A, such as dangerous, can be concatenated with a class 2 affix and
evauated by level 2B ranking, yielding related words like dangerousness. And outputs of
level 2B can be input into levd 2A. An AOG-violation like condemnability is derived as
follows: first condém<n>, with peninitia stress and its final cluster simplified, is output

fromlevel 1. Thisoutput is put together with the suffix -able and input to level 2B, which
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produces the faithful form condém<n>able, because faithfulness outranks ALIGN-R and
ALIGN-L at level 2B. Inturn, thisoutput is concatenated with -ity and put through the level
2A subgrammar. Here, main stress is not preserved because ALIGN-R is dominant, but
secondary stress appears on the peninitid syllable of condém<n>ability, because
faithfulness outranks ALIGN-L. Thus, forms can be passed back and forth among levels as
needed. Of course, level 2B only needsto feed level 2A in the AOG-violating cases, which
are notably less common than AOG-satisfying words, so that for the most part level 2B is
fed by level 1 and levd 2A, and 2B does not feed its outputs into any other levd. This
rather smplistic serial OT model resembles Mohanan's (1986) Lexical Phonology, in which
aloop device alowsformsto cycle back to an earlier level of derivation.

However, acloser look at cluster simplification and other closure effects turns up a
significant problem with the serial OT grammar in (188). It cannot be the case that class 1
affixed words are derived a a non-initia level of derivation, because class 1 affixed words
can be more faithful to their underlying forms than to their unaffixed bases. The [n] in
damnation is not present in the base dam<n>, but as set out earlier, it is available to the
affixed output through an 10-correspondence relation with the underlying form of the root.
In serid OT, where there is only input-output mapping, it is not clear how class 1 affixed
words are sometimes faithful to the output base and sometimes faithful to the underlying
root. On the smple serial mode, class 1 affixed words lose their link to the underlying
representation; in effect, derivation at level 1 erasesthe UR.

One possible refinement of the seriadl OT model alows URs to be input to the
grammar & either level 1 or level 2A. But the choice would be made on an ad hoc basis.
When stress is relevant, level 1 derivation feeds level 2A: for example, aristocrat goes
through level 1 derivetion to derive its predictable penintia stress, and the promoted
faithfulness constraint a levd 2B preserves this stress in the related class 1 word
aristocracy. When cluster smplification is at stake, the UR is input directly to leve 2A.

Thus damnation has access to the underlying [n] in the root /damn/.
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The problem with this hypothesis is that some words need to have it both ways.
Consider paradigmatic and condemnation, which (at least potentially) condition both stress
preservation and cluster smplification. The secondary stress on the pre-tonic syllable in
these wordsis the residue of primary stress on paradigm and condémn. These unaffixed
words are derived first, at level 1, before the class 1 suffixes are attached. But if this is
correct, why do the affixed words have [gm] and [mn] consonant clusters? These clusters
should be smplified by the levd 1 ranking, when they are word-final in condemn and
paradigm. Caseslike these are problematic for seria OT, but not for TCT: affixed words
like paradigmatic and condemnation are related simultaneously to an output base and an
underlying form, and may be faithful to either string. They are faithful to their bases in
stress (because OO1-ANCHOR >> ALIGN-L) and faithful to their underlying forms in
segmentism (because 10-MAX >> O0;-DEP).

A possible fix-up for the seria theory is to recognize both 10-Faith and OO-
Identity constraints. Theideaisthat, at any given non-initial level, theinput consists of both
the output of the previous level and the UR of the morphemes involved. But this is, in
essence, the transderivational theory: words are required to be faithful to other words by
OO-Identity constraints and faithful to their inputs by 10-Faith constraints. In effect, this
transderivational-serial theory retains serialism only to enforce the PRIORITY OF THE BASE
generaization; by assuming that derivations cannot look ahead to later levels, back-copying
from a more-complex word to its less-complex base is impossible. TCT, as discussed,
enforces the PRIORITY OF THE BASE through recursive evaluation of paradigm units. The
two theories therefore make the same predictions about underapplication (it occurs only
when overapplication would occur in the base). The theories differ, however, in their
typological predictions. The seria theory posits multiple levels of derivation, and it must
somehow prevent re-ranking of constraints between levels. In the transderivationa-seria
model, not even faithfulness constraints change their rank; the levels of derivation al have

the same constraint ranking. This seemsodd in the serid framework, but follows naturally
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in the parald theory. | return to the transderivational-seridl OT mode in §6.4, in a
discussion of cases alleged to volate the PRIORITY OF THE BASE generalization.

It is not obvious that a (non-transderivational) serid OT analysis of English is
workable; it certainly cannot succeed with a considerable amount of stipulation. Stated
generally, the objection to serid OT (and Lexica Phonology) is that the grammar's
predictive power needs to be constrained by defining the relationships between levels or
subgrammars. How (or if) various levels feed forms to each other is one part of the
question. Another is how the contents of the subgrammars (their rules or rankings) are
alowed to differ. As noted, levels of derivation appear to differ only in the rank of
faithfulness constraints. Moreover, it appears that faithfulness is aways higher-ranked a
later levels than at earlier ones, athough logicaly, faithfulness could be demoted in non-
initia subgrammars. This same observation was made, in different terms, in rule-based
Lexical Phonology, and modelled formally as the turning off of rules (or constraints) over

the course of the derivation, as set out below.

5.7.2 The Strong Domain Hypothesis and Structure Preservation

Two principlesdeveloped in Lexical Phonology that limit variation among levels of
derivation are the Strong Domain Hypothesis (SDH) and Structure Preservation. Citing
unpublished work by Kiparsky, Borowsky (1986) formulates the SDH as follows.
(189) The Strong Domain Hypothesis (Borowsky, 1986:12 citing Kiparsky 1983/4)

1. All rulesare available at the earliest level of the phonology.

2. Rules may cease to apply, but may not begin to apply at
alater level by stipulation [sic].

Phonological rules can turn off over the course of the derivation, but they cannot turn on
after the derivation has begun. Later rules are a subset of earlier rules. Consequently,
affixed words, which are derived at later stages, undergo fewer phonologica rules than

simplex words derived earlier do.
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Obvioudly, turning off rules has the same effect as promoting faithfulness
constraints. As long as nothing changes, things remain the same; this is the "do-nothing”
theory of faithfulness implicit in rule-based phonological theory. As discussed, turning
rules off is crucia in rule-based analyses of underapplication. Morphology comes along
too late to trigger an underapplying rule, and reapplication is prevented by turning the rule
off. In Northern Irish English, the dentalization rule is turned off before class 2 affixation,
producing an unexpected pre-rhotic alveolar in words like loader. While the SDH correctly
reflects the facts, it does not follow from anything. Why aren't phonological rules turned on
over the course of the derivation? By ignoring the role of faithfulness in phonology, in
particular the role of paradigmatic faithfulness, the SDH amounts to a simple stipulation.

Myers (1991b) relates the SDH to Structure Preservation, explaining that to the
extent that it holds true, Structure Preservation (SP) is a subcase of the SDH. Myers
paraphrases the statement of SP in Kiparsky (1982a, 1985) as (190).

(190) Structure Preservation

A restriction on underlying representation holds throughout
the lexical phonology.

SP is part of atheory of phonologica inventories, and it also restricts the ways that rules
apply in phonologica derivations. The basic premise is that underlying representations do
not contain predictable or nondistinctive information. URs consist of phonemes, or units of
contrast, and phonological processes can be sendtive to this phonemic inventory (for
example, vowe harmony can be blocked if it would produce a segment type thet is not part
of the inventory). In a stratal-ordered derivation, SP restricts the ways that rules apply by
forbidding early rules to introduce non-distinctive features. Kiparsky (1985) asserts that
the SP holds through the word-level phonology, but alows that this may be too strong.
Borowsky (1986) argues that SP does not hold over the word-level phonology.
Misapplying allophonic rules like Philadelphia setensing or Northern Irish dentalization
violae SP by introducing alophones, but they nevertheless apply in the word-level
phonology, before class 2 affixation takes place.
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Myers points out that the empirical consequences of the SDH and SP are similar:
both work toward a "gradual loosening of the restrictions on phonologica representation”
(1991h:382). The SDH dlows words derived at alate stage to undergo fewer phonological
processes than words derived at earlier levels, and SP holds that the inventory increases over
the course of the derivation, so that words derived later admit a larger inventory of features
or structures than words derived earlier. Phonological repairs of marked structures fail to
take place at later levels (because rules get turned off), and this has the effect of increasing
the inventory of admissible structures.

Recall the epenthesis patterns in Tiberian Hebrew. Coda clusters are resolved by
epenthesisin the language at large. A repair applies, and complex codas are excluded from
the Tiberian Hebrew inventory of syllable margins. Truncated words show identity-driven
underapplication of epenthesis, so they can have complex codas. Because the epenthesis
ruleisturned off before truncation takes place, the inventory of syllable margins is greater
in truncated than in non-truncated words. Similarly in Northern Irish English, pre-rhotic
dveolars are generdly disallowed, but the dentalization rule is turned off before class 2
affixation takes place, so pre-rhotic alveolars are tolerated in class 2 affixed words.  Turning
off rules in later derivation is consistent with increasing the inventory of permissible
structures.

The SDH and SP describe but do not explain the facts. There is no obvious reason
why later derivation should not undergo more rules or generate a smaler inventory than
earlier stages. TCT, on the other hand, predicts the effects of the SDH and SP (fewer rules,
larger inventory in later stages). Moreover, the opposite pattern (more rules, smaller
inventory in later stages) cannot be generated.

A phonological processis produced by aranking of M >> Faith; structures marked
by M are avoided by being unfaithful to the input. Phonology is"turned off" if Faith >> M.
In the cases a hand, a phonologica process produced by M >> |O-Faith is turned off in
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morphologically-complex words by OO-ldentity >> M. The inventory increases. complex
words admit M-violating structures, even though simplex words do not.

No ranking of constraints can force a decrease in inventory size, so tha complex
words admit fewer structures than simplex ones, because al words enter into an 10-
correspondence relation with an input or underlying form.  Any structure admitted in
simplex words (by 10-Faith >> M) will aso occur in complex words, because complex
words are aso subject to the |O-Faith >> M ranking. Thus, input material that violates M is
allowed to surface in both classes of words.

Morphologically-complex words avoid a structure that smplex words dlow only if
OO-Identity ranks above the |O-Faith >> M hierarchy. This bans the M-violating structure
from complex words, but only if avoiding M-violation increases paradigmatic identity. For
example, in English cluster simplification an inventory shrinks in response to an OO-
Identity >> |O-Faith ranking. Simplex words prohibit certain clusters ([mn] [mb], [gn])
tautosyllabicdly, but alow these clusters to be heterosyllabic. Words with class 2 affixes
avoid these clusters even when they could be heterosyllabic (dam<n>ing, bom<b>ing),
because OO,-DEP >> 10-MAX. This is not an inventory effect, however, because class 2
affixed words do not avoid these clusters across-the-board; the deletion repair overapplies
only if it increases identity with the base. That is, class 2 affixed words do not impose a
general ban on heterosyllabic [mn] or [ng] clusters, they prohibit them only if the
corresponding cluster cannot surface in the base (consider damnifying or signatoryhood,
where the clusters are redlized faithfully). Apart from this kind of misapplication identity
effect, there is no way to force complex words to avoid a structure that is licit in smplex
words. Theinventory never "decreases’ over the course of the derivation.

The serial eaboration of OT can produce a system that violates the SDH/SP
predictions, in which phonologica restrictions tighten, and the permissible inventory
decreases, in complex words. Very simply, faithfulness constraints are demoted at later

levels of derivation. Suppose that the level 1 subgrammar consists of a ranking of Faith >>
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M, so that M-violation is alowed to surface in smplex words, but the M-violating structure
is eiminated from complex words by the level 2 ranking M >> Faith. With re-ranking a
the core of the serial OT analysis, it has to be explained why the SDH and SP hold true, and
phonological restrictions on complex words are not greater than those governing simplex
words. Thus, aongside the stipulation that faithfulness constraints can re-rank between
subgrammars (but markedness constraints cannot), serial OT hasto ensure that faithfulness
is aways promoted, and never demoted, at later stages of derivation.

Monostratal TCT makes the correct predictions without extra statements. Through
differentia ranking of 10-Faith and OO-Identity constraints, complex words derived "later"
may be subject to less phonological restriction than simplex words, but it cannot be the case
that complex words show more phonological restrictions. Every word is related to an input
string, and no grammar can make an inventory smaller in complex words than it is in
simplex words.

To summarize, | have argued that the seriadl OT mode of English word formation
has problems that the transderivational theory does not have. Firg, it has difficulty relating
complex words to their underlying forms as well asto their output bases, because each leve
of derivation has just one input (the UR or the output of the previous levd, if any). But
words like paradigméatic and condémnétion are faithful to their inputsin some respects and
to their bases in others, so both relations must be available simultaneoudly, as they naturally
arein TCT. This section aso presented further development of the argument begun in
earlier chapters: that a theory of multiple derivationa levels is chalenged to explain the
similarities between them. Why is it dways the case that markedness relations do not
change, but faithfulnessis promoted as the derivation proceeds? | showed that the effects of

alogica aternative, the demotion of faithfulness, cannot be achieved in TCT.
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58 Summary

In this chapter | proposed that the distinction between class 1 and class 2 affixation
in English follows from the rank of faithfulness constraints on two distinct OO-
correspondence relations. The diagnostics of an affix's class membership are the
misapplication identity effects produced by OO-correspondence constraints, ranked above
markedness or 10-Faith constraints. Both classes of affixed words exhibit identity-driven
misapplication patterns. class 1 paradigms show underapplication of leftward stress
alignment, while class 2 paradigms show misapplication of rightward main stress and a
vaiety of segmental processes. Both classes of paradigms are subject to OO-
correspondence constraints, but different ones.

| dso argued that there is no phonological "closure" before class 2 affixes, in either
a prosodic or a derivational sense. Closure effects are produced by OOo-ldentity
constraints, which force a high degree of faithfulness between a class 2 affixed word and its
base. Closure is not absolute, so a class 2 affixed word can be identica to its base dong
some dimensions and differ in others. The Adeaide English case made this point clearly:
wordsinthe paradigmgoal  goalie [gout  gou.liy] differ in I-coloring but are identical
in vowd qudity (*[gau.liy]), even though rounding of this vowe usualy requires a
tautosyllabic dark [H. A theory that posits closure, based on either representationa
assumptions or rule orderings, has to say something extra about cases in which only partia
identity is achieved. In TCT, every dimension of the representation is regulated by a
separate ranked and violable OO-Identity congtraint, and partia identity in paradigms is
predicted.

Abandoning the notion of closure also makes it easy to see that there is no formal
difference between "level-ordering” and "true cyclicity" effects. The misapplication of
secondary stress in English class 1 paradigms and the misapplication of main stress and
segmental dternationsin class 2 paradigms are the same thing: identity effects produced by

ranked constraints on an OO-correspondence relation.
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Phonological classhood was a centra theme of this chapter. | proposed that class 1
and class 2 affixes are distinguished solely in terms of the faithfulness relation on each kind
of affixation paradigm. English &ffixes are arbitrarily divided into two groups by
subcategorization: class 1 affixes select an OO1-correspondence relation, and class 2 affixes
are subcategorized by a distinct OO»-correspondence relation. The rank of faithfulness
constraints on each relation determines the phonological behavior of each class of affixed
words.

One of theresults of this case study isthat constraints on each OO-correspondence
relation tend to cluster together in the English constraint hierarchy. In genera, the OO»-
Identity constraints are ranked higher than the OO1-ldentity constraints. There appears to
be a metarranking of OO,-Identity >> OO1-Identity in force, so that each OO,-Identity
congtraint ranks equally to or higher than the analogous OO;-Identity constraint. Given
freeranking, it is unclear why some OO;-ldentity constraints cannot be shown to dominate
their OO,-Identity counterparts, to force class 1 words to be more faithful to their bases in
some respect than class 2 affixed words are.  Also, the fact that severa OOo-Identity
constraints are highly-ranked, producing misapplication of a wide variety of phonologica
dternations, is left unexplained. In recent work, Burzio (p.c.) proposes that if one
phonotactic generalization can be violated, others can be violated a lesser cost. | leave
questions about the apparent clustering of the faithfulness constraints for future research.

More specul ative discussion and pointers to future work are presented in 86.
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CHAPTER6
CONCLUDING AND SPECULATIVE REMARKS

6.1  Trangderivationa Relations

The case studies have shown how the deviant phonology of morphologicaly-
complex words is derived without intermediate stages of derivation. Deviations from
canonical patterns are identity effects, produced by constraints on paradigmatically-related
forms. Subparadigms, or pairs of related words, are evaluated simultaneoudly against
recursions of afixed constraint ranking. Paradigmatic identity can rank above phonological
congtraints, so that processes over- or underapply to make related words dike in featural,
segmental or prosodic structure. Paradigmatic identity can aso be sacrificed to the
canonical phonotactics, so that related words are not identical in surface forms.

Paradigmatic OO-Identity constraints are distinct from input-output |O-Faithfulness
requirements, and both types of faithfulness constraints coexist in the same grammar.
There are two kinds of evidence in support of this clam. One comes from the cases in
which an alophonic aternation misapplies; these include Sundanese nasdization, Tiberian
Hebrew spirantization and Northern Irish English dentalization. In alophonic cases, 10-
Faith have to rank lower than markedness, because inputs are rich in noncontrastive features,
while the analogous OO-Identity constraints rank higher than markedness, to force the
dternations to misapply. Moreover, because alophony entails an interaction between two
markedness constraints, some of these cases show that 10-Faith and OO-ldentity interact
with the same markedness hierarchy. In Sundanese, both 10-Faith and OO-Identity interact
with a*NVORAL >> *VNAS ranking (OO-Identity ranks between them, and |O-Faith ranks
below them). This suggeststhat 10-Faith and OO-Identity are part of the same grammar.
Other evidence comes from direct conflict between OO-Identity and 10-Faith. In the

English cluster smplification case, OO,-DEP dominates |O-MAX, and underlying clusters
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arenot realized in class 2 words. If OO-Identity constraints and |O-Faith constraints can
be ranked with respect to one another, they are part of the same grammar.

Affixes (and other morphological derivation) can invoke digtinct OO-
correspondence relations. | have proposed that classes are delineated by subcategorization.
Words formed with one kind of affix (or truncation, etc.) can subscribe to one set of OO-
Identity constraints, while words with another type of affixation behave differently. In
English and Tiberian Hebrew, two classes of morphemes participate in distinct
misapplication effects, produced by OO-Identity constraints on each class of paradigm.

The strong claim of thistheory is that dl morpheme-specific behavior follows from
the rank of the relevant set of faithfulness constraints (OO-Identity, 10-Faith or BR-
Identity). Thisis not a very redtrictive system, in that it allows a language to produce as
many distinct surface patterns as it has morphemes. The only phonological limitation on
the variety of patterns produced in the same language is that they al obey the same rdative
markedness relations, because thereis only one ranking of constraints. It appears, however,
that most grammars do not exploit OO-correspondence relations to the fullest possible
extent, but instead group affixes into classes. Something disprefers morpheme-specific
behavior. If my proposals are correct, this something is not part of the phonology.
Learnability principles clearly play arole, since each association between a morpheme and
an OO-correspondence relation is learned. Learnability may impose some sort of overal
evaluation metric on the grammar, such that agrammar that has fewer faithfulness relations,
or has faithfulness relations correlated with some independently motivated property (such as
part-of-speech or etymology) is preferred. These remarks are obviously highly speculative.
Investigation of what is involved in learning an articulated faithfulness system like TCT,
together with investigation of the learnability of the seria dternative, is likely to shed light
on the advantages of each approach.

In the rest of this chapter | address some consequences of the transderivational

theory and refute a few counterexamples to my proposas. In 86.2 | argue that

-229-

misapplication of phonology does not occur in affixes. Thisfollows from the basic premise
that phonological identity relations hold only between a derived word and its base, and not
between words derived by the same affix. In 86.3 | show that the base of an OO-
correspondence relation need not be a proper substring of the derived word. Cases are
presented to show that an inflected form can function as the base of an OO-correspondence
relation with another inflected form. In 86.4 | return the PRIORITY OF THE BASE
generdization and to the comparison of recursion in TCT to serid dterndives. To
conclude, 86.5 briefly speculates about the implications of the transderivationa theory for

the interface between the phonological and morphological components of grammar.

6.2 Affixal Phonology
One of the entailments of TCT is that there are no identity effects in affixes.

Transderivational relations hold between affixed words and their unaffixed bases (sane
sanity) and not between words that bear the same &ffix (*sanity brevity  obesity).
Because affixal materid istypicaly not in an OO-correspondence relation, there can be no
misapplication identity effectsin affixes.120

Kenstowicz (1996) proposes that paradigmatic identity effects in affixes are
possible. The caseis Spanish s-aspiration. In many Spanish diaects, sbecomes h in coda.
However, in a certain negative prefix, which Kentowicz assumes is underlyingly /des/, h
appears both in codas and in onsets.

(191) Spanish

a  /des+ calzar/ deh.calzar ‘unshoe'

b. /des+ echo/ de.he.cho 'refuse’
Kenstowicz argues that the prefix-find segment in (191b) is redized as h in an onset
because the prefix-final segment isrealized as hin codain words like (191a). This identity

effect is produced by a Uniform Exponence constraint.

120 Affixal materia is in an OO-correspondence relation in multiply-affixed words (eg., original
originality). Identity effectsin affixal material are possible in such cases.
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(192 Uniform Exponence (Kenstowicz, 1996)

Minimize the differencesin the redization of alexical item
(morpheme, stem, affix, word).

One complication is that s-aspiration overapplies only in the negative prefix. Roots show
normal application of aspiration, redizing underlying s as h only in codas, as in the
paradigm meh  meseh 'month(s)' (from underlying /mes (+ es)/). Thus, the Uniform
Exponence constraint is specific to the negative prefix.

Kenstowicz's argument that the appearance of the prefix-final h in (191b) is an
overgpplication identity effect is suspect, because there is no evidence that the underlying
form of the prefix containsan s. Every surface redization of the prefix has h (Kenstowicz
1996: fn. 3). In support of the underlying form /des-/, Kenstowicz relies on Harris (1993)
proposdl that the only source for surface h in these dialects is underlying s. But logically
this clam has to be based on morphologicaly-conditioned aternations, like the meh
meseh 'month(s)' example, to show the presence of the underlying sin the prefix. But there
isno alternation in the negative prefix — it always surfaces as deh-. It seems dlear, then, that
the underlying form of the prefix is actually /deh-/, and there is no misapplication a al in
(191b).

The clam that every h derives from s is motivated, in part, by the fact that the gh
aternation is generally determined by syllable structure. Leaving aside the deh- prefix, the
s/h alternation is phonologically predictable: s appears in onsets, and h appears in codas.
Defining a phonemic inventory in the traditional way, one would say that surface h derives
from the underlying phoneme /. However, the gh aternation is not fully predictable from
syllabification. In (191b) de.he.cho, an h appearsin an onset. The same general description
applies to some of the misapplication patterns discussed earlier. Sundanese nasal harmony
is amost entirely allophonic; the only exceptions are overapplicationa plurals like [n-al-
1ar] 'seek (pl)'. In Sundanese, the exceptions to allophonic nasal harmony are explained by

paradigmatic identity: nasalization overapplies in the plura to mimic the singular base
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[niar]. The Spanish case is formally different, because overapplication of the s --> h
dternation in de.he.cho does not improve identity with its morphologica base echo.

But consider a transderivationa analysis of the alleged overapplication in (191b).
An OO-Identity constraint that imposes uniform exponence on the prefix would be satisfied
by redizing either the des- or the deh- dternant in al prefixed words. Thus, both
{deh.cal.zar, dehecho} and {des.cal.zar, de.se.cho) satisfy OO-ldentity. The former
wins, so h must be preferred to s. The CODACOND against s (or whatever is responsible for
the g/h dternation) is irrelevant to the overapplication context de.he.cho, so it must be
context-free markedness *s >> *h that prefers the deh- prefix. This is the crux of the
transderivationa analysis of misapplication in affixes. Since both allomorphs deh- and des-
are properly conditioned in some prefixed words but not in others, the alomorph that
imposes its phonology on al other redlizations of the affix should be the one that violates
the lowest-ranked constraintsin the grammar.

But this is not aways true. One case involves the German diminutive affix -chen.
German has an alophonic aternation between front and back fricatives. the [+back] velar
fricative [x] appears after [+back] vowels, and the [-back] palatal fricative [¢] appearsin the
elsewhere case; after [-back] vowels, post-consonantally and in word-initial position. The
diminutive suffix, however, is uniformly redlized as [¢on] with a palatd, even when it
follows a [+back] vowd. The diminutive is an umlauting suffix, so there are very few
examplesin which it follows a [+back] vowel, but these few examples have received a good
ded of atention in the literature (Bloomfield, 1930; Hal, 1989; Macfarland &
Pierrehumbert, 1991; Iverson & Slamons, 1992; Borowsky, 1993; Merchant, 1997, anong
others).

(293) German

Frau-chen [fraugon] 'little woman; animal's mistress
Tau-chen [taugan] 'little rope’
Kuh-chen [ku:gon] 'little cow'

cf. rauch-en [rauxen] 'to smoke'
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The anomadous diminutives have been analyzed as the product of cyclic or level-ordered
derivation: the alternation in fricatives precedes affixation, so by the time the suffix becomes
adjacent to a [+back] vowd it is too late for the assimilation rule to apply (Hal, 1989;
Borowsky, 1993). If cyclic effects are better understood as transderivational identity effects,
it might be proposed that the [-back] palata fricative preserves identity among the various
redlizations of the suffix in diminutive words.

Suppose that this is true, and a high-ranking OO-Identity constraint requires dl
redlizations of the diminutive morpheme -chen to be identical. Since the suffix sometimes
follows front vowels or consonants, and sometimes follow back vowes, two possibilities
have to be considered. In one case dl redizations of the diminutive suffix have a front
fricative: {...a-con, ...1-¢an, ...t-gon}. The other possibility is that al redizations of the
suffix have a back fricative: {...a-xon, ...1-Gon, ...t-xon}. OO-Identity is indifferent, so
the choice must be made by markedness or |O-Faith constraints.

In this German case, the ranking does not select the optimal form. Independently-
motivated rankings predict that the diminutive is uniformly *[-xon], not [-con]. As
discussed, the ¢/x alternation is alophonic; the back alternant appears under assimilation to
a preceding back vowel, and the front aternant appears elsewhere.  The ranking in (194)
dictates the canonical distribution of the allophones.

(194) German's Allophonic ¢/x Alternation

*ag >> *x >> *¢, |0-FAITH
A context-sensitive constraint bans the less-marked elsewhere allophone [¢] from a specific
context (after back vowels) by dominating *x, and this context-free markedness limits the
marked allophone [x] to the specific context by dominating 10-Faith. This derives the

allophonic pattern from inputs rich in noncontrastive [+back] fricatives, asin (195).
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(195) German's Allophonic ¢/x Alternation

*ag >> *x >> *¢, |O-FAITH

a
/...a¢.../ *ag *X ¢ |O-FAITH
a & ...aX... * *
b. ...ag... *| *
[...ax.../ *ag *X ¢ |O-FAITH
a & ...aX... *
b. ...ag... *| * *
b.
[..a¢...0 *ac *X ¢ |O-FAITH
a LLIX *1 *
b. & ¢ *
[.ax.../ *ag *X ¢ |O-FAITH
a LIX *1
b. = ..I¢ * *
C.
xa.../ *ag *X ¢ 10-FAITH
a X9... *1 *
b. & ¢o *
I¢a...! *ag *X c |O-FAITH
a X9... *1 *
b. &= ¢a... *

The back fricative x appears after back vowels (195a), and ¢ appears after front vowels
(195b) and elsewhere (195c).

Now consider the alleged misapplication in -chen. An OO-Identity constraint on dl
redizations of the suffix is satisfied if either [-¢con] or [-xon] occurs in al diminutive
words, as schematically represented in candidates (196a) and (196b), respectively. Given
theranking in (195), the latter should be optimal, but thisis the wrong result.




(196) "Misapplication” in Diminutives

OO- *ac *x ¢
IDENT

a {...1-¢an, ...a-¢on} *1 *
b. & {...1-xon, ...a-xon} *

The front fricative is lesssmarked in the genera case (because *x >> *¢), but it is more
marked when it follows a back vowel (because *a¢ >>*x). The incorrect prediction is that
all realizations of the suffix are[-xon] because this best satisfies high-ranking *a¢. If the
suffix sometimes follows a back vowel, it should always have aback fricativeiniit.

Thus, theideathat the redlizations of an affix in separate words are subject to OO-
Identity constraints is unworkable, because it cannot be determined which instantiation of
the affix will influence al the others. Independently-established markedness rankings will
not reliably pick the correct result. | conclude that misapplication in affixes is not possible,
and in fact does not occur.

| have proposed that the Spanish case involves mistaken analysis of the UR of the
morpheme. The negative prefix is always redized as deh-, and never as des-, so speakers
have no reason to posit an sin the prefix's underlying form. The German case hasto have a
different solution, because |0-Faith is demonstrably low-ranking: even if the UR were fixed
as/-¢an/, the grammar cannot be relied on to output [¢on]. Fortunately, other analyses of
German diminutives are available. Merchant (1997) presents an account that employs the
morphological labels Root and Stem along the lines Selkirk (1982) and ALIGN congtraints,
asin McCarthy & Prince (1993b) and Cohn & McCarthy (1995). Merchant proposes that
fricatives assmilate to preceding vowels only when they are ambisyllabic or in coda
position. Fricatives that are parsed exclusvely into an onset are aways [-back]. In
anomalous diminutives like Frauchen, the fricative cannot be ambisyllabic, and therefore it
cannot assimilate to the preceding vowd, because an ALIGN constraint demands right
aignment of stemsand syllables, asin [[frav] siem ¢on]worg- A perhaps simpler analysis is

that -chen is word-like, in that it must be coextensive with a prosodic word constituent.
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Since the [-back] fricative always appears word-initidly, the [-back] fricative in -chen is
expected.

| conclude that neither Spanish nor German provides convincing evidence that
phonology can misapply to achieve identity between various surface redizations of an affix.
OO-correspondence relations hold only between derived words and their underived bases,

and not between words that bear the same affix, so misapplication in affixesis not possible.

6.3  Inflected Bases

In TCT, misapplication is possible only in words that are related to an output base.
Words built from bound roots, such as English electric or receive, cannot show over- or
underapplication of phonology because they have no output base to mimic (*€electr, *ceive).
In cyclic theory, misapplication in words derived from bound roots is ruled out by the
stipulation that the output of every cycle of phonologica rules (or stratum of derivetion) is
itself acomplete word (Brame, 1974; Inkelas, 1989).

According to Kiparsky (1982a), the claim that "cycled substrings must occur as
independent words ... taken literdly is too strong because stems ... which do constitute
cyclic domains are not necessarily capable of occurring as independent words in inflectional
languages, where they may require an obligatory case ending" (1982a:33). Kiparsky
therefore proposes that the output of every level of derivation is a lexeme, a category that
includes both full words and the bound roots that require inflectiona augmentation.

In the cases that Kiparsky aludes to, an inflected word serves as the base of an OO-
correspondence relation with another inflected form. The base'sinflection is prevented from
surfacing on the derived word by morphological constraints that ban non-periphera
inflection or incompatible inflectional markings. One example, discussed in 84 above,
comes from Polish (Kraska-Szlenk, 1995:108ff.). The genitive plura form in (197)

overapplies a process that raises 0 to u in closed syllables. As a result of the
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overagpplication, the genitive plural is more like the nominative singular base, where closed-
syllable-raising is properly conditioned.
(297) Polish Feminine Diminutives

‘cow' Singular Plural
Nom. kr[u]w.ka kr[u]w.ki

Gen. kr[u]w.ki kr[u].wek

Dat. kr[u]w.ce kr[u]w.kom
Acc. kr[ulw.ke kr[u]w.ki

Ingt. kr[ulw.ka kru]w.kami
Loc. kr[u]w.ce kr[u]w.kach

The base of the responsible OO-Identity relation must be an inflected form, since inflection
is obligatory in the language. Kraska-Szlenk proposes that the relevant base of gen.pl.
[kru.wek] isthe nom.sg. [kruw.ka]. But the nominative base's /-kal suffix is not present in
the genitive plural word; the genitive plura is required to be faithful to the base's vowe
quality, but not to itsinflectional morphology. Morphological constraints ensure that this is
awaystrue. It isreasonableto assume that the grammar rejects words that are marked for
both nominative singular and genitive plural (or any other conflicting inflections). The
base's inflection cannot be realized in the derived word, athough OO-ldentity constraints
would like it to be, because morphological constraints against double or inconsistent
inflectional marking are dominant.

In some cases the base's inflection influences the phonology of the stem, and that
influence is aso fet in the related derived word. An example comes from Portugese
(Ranier, 1995). The data in (198) show singular and plura nouns, together with singular
and plural diminutives marked with the suffix -zinha/o.

(298) Portugese

Singular Sg.Diminutive Plura Pl.Diminutive
céo céozinho caes caezinhos 'dog’
flor florzinha flores florezinhas ‘flower'

In the 'dog' forms, suffixation of the plural -(e)s eiminates, or forces assimilation of, the

root-final vowel: /cd0 + es/ --> [c8es]. This change is aso visble in the plural diminutive,
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even though the plural morpheme is not adjacent to the stem in the diminutive: [c8ezinhos] <
/cdo + zinho + e/, *[cdozinhos]. Similarly in the diminutive of ‘flowers [florezinhas] a
vowd appears between the root and the diminutive suffix, even though no vowd is
necessary in this environment (cf. [florzinha)]). These are OO-Identity effects, forced by
constraints on the relation between the plural and the diminutive plural.
(199) Portugese
OO-correspondence
cées > céezinhos
/cdo+es/ /céo+;r;nho+es/

The base of this subparadigm is an inflected word, but its inflection does not get faithfully
reproduced in the derived word. The diminutive is [c@e-zinho-g|, and not *[cde-s-zinho],
with word-internal plural marking. Morphological well-formedness requires plural marking
to be edgmost, so word-internal plura marking or double plural marking (e.g., *[cée-s-
zinho-g]) are prohibited. But even though the plural morpheme cannot be realized adjacent
to theroot in the diminutive, its influence on the root-final vowd is transferred to from the
non-diminutive base by OO-Identity constraints.

Another relevant case comes from the Bantu language Cibemba (Hyman, 1994).
The causative morpheme, which consists of the super high or super close vowd [i], triggers
mutation in preceding consonants, as in the causatives in (200). In causative-applicatives,
consonant mutation similarly affects root-finad consonants, even though the applicative
morpheme intervenes between the causative trigger and the root. This is an overapplication
effect: mutation affects both the applicative (which is underlyingly /-il/) as well as the root-

fina consonant.

(2000  Cibemba

Root Causative Causative-Applicative
eep leef-1 leef-es-1 be long/lengthen/lengthen for
lob lof-1 lof-es-i be extinct/exterminate/exterminate for
fiit fiis-i fiis-is1 be dark/darken/darken for
lil lisi lisisi cry/make cry/make cry for
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Hyman analyzes the double mutations as a cyclic effect. The causative marker attaches to
the root on the first cycle, triggering mutation in the root-fina consonant, and then the
applicative marker isinfixed on cycle 2, and mutation re-applies. In nonprocedural TCT, the
causative stem serves as the base of an OO-correspondence relation with the causative-
applicative. The double mutation is overapplication forced by high-ranking OO-Identity.
The strings in (200) are not independent words. Bantu languages have obligatory
inflection: al words have a classifying prefix and afinal vowel. Hyman does not provide
examples of fully-inflected words, so for present purposes | use the fina vowd -e and
represent the classifying prefix with a schematic CV-.  In (201), the base of the OO-
correspondence relation is a causative, and the related word is a causative-applicative.

(201) Cibemba

OO-correspondence
CV-leef-i-e 4 CV-leef-es-i-e
N N
/CV +leep+itel /CV +leep+i+il+e /

The overgpplication of consonant mutation in the causative-applicative is a paradigmatic
identity effect; the root-final consonant must mutate in the causative-gpplicative because the
root-final consonant mutates in the causative base. This identity effect is not impeded by
the obligatory final vowd; that is, the base's final vowe is not faithfully reproduced in the
derived word. Thefinal vowel appears word-finally, where morphology requiresit.

| conclude that an inflected form can serve as the output base of an OO-
correspondence relation. In Portugese, the base's plural inflection does not appear inside
the diminutive marker, because inflection is required to be peripheral in the word. But the
base's inflection till influences the diminutive in an overapplication identity effect.
Similarly in Cibemba, the obligatory final vowel on the causative base does not occur word-
internaly in the related causative-applicative, because fina vowels are aways absolutely

fina in theword.

-239-

There is no need to stipulate that the minimal domain of phonology is the lexeme.
Phonological derivation optimizes words (or pairs of words), and not any other unit. Cyclic
or misapplication effects can occur in words related to an obligatorily-inflected stem
because an inflected stem can function as the base of an OO-correspondence relation.
Morphological constraints prevent the base's inflection from surfacing in the related word.
Of courseg, cyclic effectsin other kinds of bound roots are still impossible. The bound root
must be made into a full word by inflectional marking only, because only inflection is
prohibited by morphologica constraints from surfacing in a related inflected word. It
follows that only full words and a subset of bound roots, those that can be made into full
words by inflection (i.e, Kiparsky's lexemes), are the minima domains of phonological

derivation.

6.4  BasePriority
Transderivationd identity relations are asymmetricd, in that the derived word can

mimic the base, but the base cannot mimic the phonology of the derived word. The "back-
copying” phenomenon in reduplication is not possible in paradigms. | proposed that this
PRIORITY OF THE BASE asymmetry is enforced universally as RANKING PRIORITY in a
recursive evaluation of subparadigm units. The base never deviates from canonical patterns
in order to mimic its derived counterpart because the base is evduated against a dominant
recursion of the constraint hierarchy.

As discussed, traditional accounts of paradigmatic identity effects prevent back-
copying with a"no look-ahead" serial derivation. Early derivationisblind to later stages, so
aless-complex word never violates constraints to be like a more-complex word. Because

the "no look-ahead" provision is considered to be implicit in the seria derivation itslf,
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Lexical Phonology and serial OT prohibit back-copying universaly, just like TCT.121 It is
worth considering, therefore, whether the PRIORITY OF THE BASE is always true.

To my knowledge, two purported violations of base-priority have been presented in
recent literature. Burzio (1994) has a case involving English stress. Fina stress on a
proper name like Evangeline is a product of an identity relation with Evangelina, where
stress is regularly penultimate. | will not review his arguments here, because Burzio has
since withdrawn from this daim, and in current work accepts base-priority as an inviolable
generaization.

Another aleged counterexample is discussed by Kenstowicz (1996). This is
rhotacization in Latin. In rule-based terms, sbecomesr intervocalicaly. Kenstowicz argues
that the formsin (202) require the unaffixed nominative to copy the intervocalic rhotic in the

affixed genitive, in violation of base-priority.

(202) Latin
nom. sg. en.sg.
honor }guono:rfis "honor’ cf. hones-tus ‘honest'
arbor arbo:r-is 'tree! cf. arbus-tus ‘wooded'
angor ango:r-is ‘constriction’ cf. angus-tus ‘tight'

The claim that the nominative copies the genitive rests on the assumption that the underlying
roots of the nouns in (202) end in s: /honod, /arbog/, /angos/. This is based on the
adjectival forms shown a the right of the display, in which a root-final s surfaces pre-
consonantally. This claim is dubious, however, in light of the differences in the vowes of
the nominal and adjectival forms. These unpredictable contrasts suggest that adjectives and
nouns are not derived from the same underlying root. If thisis correct, there is no evidence
that the underlying form of honor is /honos/. Rather, the data suggest that the underlying

root of the nounsis/honor/.

121 |n rule-based theory, the derivation cannot look ahead to later stages or look back to earlier ones.
Rules apply strictly locally, irrespective of what goes on before or after they apply. Below | argue that the
"no look-ahead" provision is not logically entailed by seriaism, and has to be enforced by an extra
statement.
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Kiparsky (1997) analyzesthiscasein aseriad OT framework. Like Kenstowicz, he
assumes that nomina forms are derived from an s-final underlying root. To derive the
nominative singular [honor] seridly, genitive marking is added first and then stripped away
by rules of s-deletion and i-deletion (/honos + is/ --> honoris --> honori --> honor).
Kiparsky proposes that this is phonologica deletion, rather than morphologica truncation
or back-formation. The morphological relation between the nominative and genitive forms
is unimportant; the nominative just happens to be derived from the suffixed genitive form.
This rather circuitous derivation is the only way that a serid model can derive the aleged
violation of base-priority.122

It is my contention that base-priority is never violated. For the Latin case, this
meansthat the underlying form of honor is /honor/, not /honos/. The sfina root may be
correct for older forms of Latin, but in the stage represented in (202) a change in the
underlying form has aready occurred. Based on the surface evidence provided, speakers
would analyze the underlying form of honor as r-final /honor/, since this noun root never
surfaceswith afina s. Thus, Latin isnot a convincing counterexample to base-priority.

TCT enforces base-priority by recursive evaluation of paradigms, and | have aready
devoted some space to comparison of this proposal with the seria dternative. | noted that
the serial model has aconceptua disadvantage, in that identity of related wordsis essentially
epiphenomenonal. Explanation is logt if the similarity between two related outputs is not
formally recognized. The fact that derived features are sometimes faithfully preserved
between cycles (original  origindlity, dam<n> dam<n>ing) and sometimes not (6rigin

original, dam<n> damnation) is not an accident. It follows from the rank of OO-

Identity constraints relative to conflicting markedness and 10-Faith requirements.

122 No familiar elaboration of Lexical Phonology can easily handle a case like this. Mohanan's (1982,
1986) loop device circumvents the "no look-ahead" serial derivation by allowing the output of a later level
to re-enter an earlier one, but upon re-entry the form is expected to undergo further morphologica or
phonological derivation. Thisis how ordering and bracketing paradoxes are generated. In the Latin case,
the intermediate stage honoris has to be stripped of its genitive morphology after the s --> r rule has
applied. If there are no independently motivated -is deletion rules in Latin, and no further morphological
derivation takes place, re-entering an earlier level of derivation does not help.
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Another problem with the serial model is that it requires different stages of
derivation to have different grammars, and this variability, without further restriction, makes
unlikely typological predictions. In particular, it has to be explained by why the only
difference between subgrammars that seems to be necessary is the promotion of
faithfulness. Also, the seriadl model failsto recognize arelation between a derived word and
the underlying root; aderived word is generated from an output base, and not from a lexical
form. It not possible for an affixed word to be faithful to its base on some dimension, and
faithful to its underlying form aong another, athough this must be true in certain cases,
such as English paradigmatic and condéemnation, which are faithful to the bases in stress
and faithful to the underlying root's consonant cluster at the sametime.

A serid verson of OT could address these problems by introducing
transderivationd identity constraints. Complex words are subject to both |O-Faith and OO-
Identity constraints; that is, words derived in anon-initial subgrammar are compared to both
the underlying form and the output of the previous level. The only difference between this
theory and TCT is how base-priority isenforced. The transderivational-seria theory retains
the "no look-ahead" assumption of traditional serid models. The name Larry cannot
surface with aback vowe in anticipation of the truncated form Lar, where a back vowd is
conditioned by the tautosyllabic r, because the less-complex word is blind to later
morphologica derivation.

The "no look-ahead" assumption is familiar from rule-based serial theory. Rules
cannot look ahead in the derivation, and they cannot ook back either. Rule applications are
blind to what goes on around them; they are "loca". This characterization of loca
derivation is of course possible because rule-based theory does not explicitly recognize
faithfulness. Non-application of rules makes underlying material surface (the "do-nothing"
theory of faithfulness). In a sense, then, constraint-based theories that directly enforce
faithfulness give up the "no looking back" provision of locd rule application (athough this

loses some force in parallel OT, since there is only one stage (the UR) to look back on).
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But if OT makes "looking back" possible by way of faithfulness congtraints, it is not clear
why "looking ahead" — specificaly, violation of base-priority under the force of OO-
Identity congtraints — is not possible too. The "no look-ahead" policy in not logicaly
implicit in serial derivation. Inserial OT, it hasto be explicitly enforced.

The transderivationa-serid model reduces the serial derivetion itself to thisrole: it is
simply a prohibition on back-copying. Seriglism's other job, turning derived outputs into
inputs, is taken over by OO-Identity constraints, asitisin TCT. | have argued that serialism
is unnecessary, because base-priority can be enforced by recursive evaduation of paradigms.
| have also argued that serialism is undesirable, because it implicitly alows the grammar to
be different at each stage of derivation. Observed similarities between levels, which in fact
predominate over differences, have to be explained. In effect, there is a trade-off of
advantages. pardlel theory predicts that adl words in a language obey the same
generdizations but has to say something extra about base-priority, while seria theory
predicts base-priority but has to explain why levels of derivation are so similar. | contend
that the consistency of targets is the paramount consideration, and advocate the paralel
approach.

To summarize, | takethe PRIORITY OF THE BASE to be an inviolable generdization
and build it in to the architecture of the grammar. Cases alleged to show base-priority
violation must succumb to other analyses, as | have argued the Latin case does. | have also
shown that seria theories are just as committed to base-priority as TCT is — both theories
prohibit back-copying effects across-the-board. |f convincing cases of back-copying are
discovered, both serial theory and TCT will have to be significantly revised. In TCT,
paradigms will have to be evaluaed non-recursively, and an dternative analysis of
underapplication, which | have shown to be possible only with recursive evauation, will have

to be devised.




6.5  The Morphology-Phonology Interface

Phonology is sensitive to morphology because phonological identity relations hold
over morphologically-related words. Phonological relations mirror morphologica relations,
and, through constraint ranking, the phonological grammar vaues surface identity of related
words. Word pairings are not aways transparent from a phonological point of view.
Related words are often in a morphological subset relation, reflecting a straightward
morphological derivation. But in some cases, involving obligatorily-inflected words, it is not
clear why one particular word serves as the phonological base of another. | have assumed
that independent morphological or lexicd principles determine that the imperfective is the
base of jussive truncation in Tiberian Hebrew, or that the nominative singular is the base of
the genitive plura feminine diminutive in Polish, but this is an issue that needs further
investigation.

| have also assumed that morphology can impact directly on phonology by way of
markedness constraints. In 85 | gave a brute-force formulation BOUNDROOT to prevent
morphologically-bound materia from surfacing on its own, and in 86.3 | proposed that
morphological constraints ban non-peripheral inflectional affixation. Thus, morphology
places some tight controls on phonology. But in a generd sense, the interface between the
morphology and phonology is fairly loose in TCT, and the components are free to act
relatively autonomously. As far as the phonology is concerned, there is no necessary
synchronicity with the morphological derivation, contra stratal theories like Lexica
Phonology and serid OT. There is no reason to expect that morphologica and
phonological classes are coextensive, because there is no assumption that materia that gets
introduced at one level, because it is part of a morphological class, undergoes the same
phonology.  Phonological classes are of course free to reflect morpho-lexical
generdlizations, for example, Japanese sub-lexicons, which are differentiated only by the
rank of 10-Faith constraints (Fukazawa, 1996), correlate with etymological classes. There
is obvioudly a learnability advantage, in that learning is facilitated when a phonologica
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pattern correlates with some other feature. However, morphemes can aso be arbitrarily
grouped into phonologica classes, including singleton classes. In English, for example,
affix classhood does not correlate with any independent factors at dl; the distinction is
morpholo-syntactically, etymologically, and prosodically arbitrary. Class membership may,
therefore, be smply a phonological fact.

| have proposed that morpheme-specific or class-specific behavior results from
differential ranking of constraints on correspondence relations. It seems possible that the
only morpheme-specific constraints in grammar are faithfulness constraints keyed to a
specific OO-, |O- or BR-correspondence relations.  The strong claim of TCT is that in the
domain of paradigms, the selection of an OO-correspondence relation, played out in the
rank of the faithfulness constraints proper to that relation, is sufficient to model phonology's

sensitivity to morphological information.
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