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Abstract

In this dissertation, I propose a formal framework for stating in detail a class
of Optimality-Theoretic models for syntax. I discussempirical consequencesof
the key choices in the formalization and investigate computational properties
of the models, in particular decidability of the parsing and generation tasks.

The candidate analysesI assumeare non-derivational, representedastuples
of parallel representation structures whoseelementsstand in a correspondence
relation in the style of Lexical-Functional Grammar (LFG). The assumption of
this type of candidates is motivated by learnability considerations and has the
advantage that one can exploit formal and computational results for LFG and
related grammar formalisms. The formalization I discuss(in chapter 4) builds
on Joan Bresnan'soriginal proposal of casting Optimality-Theoretic Syntax in
an LFG setting (OT-LFG). The set of all possible candidates is speci�ed by a
formal LFG-style grammar; a particular candidate set is de�ned as those pos-
sible candidates whose functional (f -)structure is subsumed by an f-structure
representing the input. OT constraints are speci�ed as structural description
schematausing the primitives of LFG. I discussdetails of the status of candi-
datesviolating Faithfulness constraints, as they are required to derive expletive
elements (like English do) and non-overt elements (like in pro-drop). I argue
that in OT-LFG,Faithfulness violations can be modelled very naturally asa ten-
sion between a candidate's f-structure and its categorial structure and lexical
material. Thus the subsumption-basedde�nition of candidate setscan be kept
up without implying an overly restricted candidate generation function Gen; in
this formal model all language differences can be viewed as an effect of con-
straint (re-)ranking.

Besidesthe standard production-based (or expressive)optimization model,
I discusscomprehension-based(or interpretive) optimization, in which the ter-
minal string is �xed acrossthe membersof the candidate set (chapter 5). For-
mally, this is only a minor modi�cation of the de�nition of the candidate set,
but there are interesting conceptualand empirical issuesconcerningparallelism
between the two “directions” of optimization, and in particular the combination
of both in a bidirectional model. I presenta bidirectional accountof pro-drop in
Italian, which derives a recoverability condition as an effect of the interaction
of the two optimizations.

Building on computational results for LFGgeneration, I discussthe process-
ing tasks associatedwith the two types of uni-directional optimization models
and with their combination in a bidirectional system (chapter 6). The two
main issuesin processingare the control of the in�nite candidate set and direc-
tionality of processing. I show that generally, the conceptually and empirically
well-motivated formalization that I argue for provides a suf�ciently restricted

v

basisfor a computational account. While parsing (and generation) with an un-
restricted OT Syntax systemis undecidable in the general case,decidability is
guaranteed if either a recoverability condition based on a �nite context rep-
resentation is assumed,or a speci�c type of bidirectional model (with strong
bidirectionality) is applied.
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Chapter 1

Introduction

This dissertation addresses the formal and computational properties of
Optimality-theoretic (OT) models of grammar, in particular as they are applied
in syntactic analysis. The OT approach was �rst introduced in the 1990s in the
area of phonology (Prince and Smolensky1993), where it was quickly adopted
by a large number of researchers.Soon the framework was also applied in the-
oretical syntax (Legendre et al. 1993). In this area, (Grimshaw 1997) was a
very in�uential early contribution (manuscript versions of this paper go back
to 1993). The OT approach is compatible with different underlying grammat-
ical frameworks and representations. The setting for this dissertation is the
version of OT which is based on the formal framework of Lexical-Functional
Grammar (LFG, Kaplan and Bresnan1982)1 – the OT-LFGapproach, initiated
by the work of Bresnan (1996, 1999, 2000, among others). The choice of a
particular formalism is indispensablewhen the aim is to make the details of the
model precise; however I will try to avoid extensive discussionof framework-
internal issues. Much of the considerations expressedwith the formal notions
of LFG can be transferred to other formal accounts of syntax. Setting this ac-
count in the framework of LFG has the advantage that the rich literature on
formal and computational aspectsof this and related uni�cation-based gram-
mar formalisms can be exploited in the investigation of the properties of the OT
model.

OT is based on the following idea: variation across the languages of the
world is explained by interaction of a set of universal constraints. Such con-
straints say for example roughly “realize scope-bearingelements (such as wh-
words) in a way that makestheir scopevisible”, or “avoid realizing arguments
other than in their baseposition”. Constraintsare violable and are often in mu-
tual con�ict. Dependingon priorities, suchcon�icts can be resolvedin different

1There are several recent introductory books for the LFGtheory of syntax: (Bresnan 2001;
Dalrymple 2001; Falk 2001). A collection of contributions on formal aspectsof the LFGformal-
ism is (Dalrymple et al. 1995).
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Introduction

ways (compare who Ann saw vs. Ann saw who). The priorities, expressedas a
dominance relation or ranking between the constraints, constitute the differ-
encebetween the individual languages(say, English and Chinese). From a set
of competing candidate analyses,the one with the least seriousconstraint vio-
lations – that is, the most harmonic one – is de�ned as grammatical. Learning
a language amounts to determining the correct dominance relation over the
universal set of constraints.2

OT combines the formally exact approach of Generative Grammar and its
detailed representations with an empirical learning approach. In a stochastic
OT variant like Boersma's(1998), the learning algorithm permits in particular
the derivation of frequency effects.3 This empirical orientation brings with it
the potential for resolving a longstanding and crucial problem of syntactic the-
ory, and especially of the computational linguistics approach which attempts
to bene�t from the results of linguistic theory: within the classicalgrammati-
cal frameworks, the extension of phenomenon-speci�c linguistic analyseswith
the goal of broader coverageon real corpus data typically hits a critical point.
Beyond this point, the original generalizations have to be restricted or divided
into casesin order to match the extended data basis. Formulating the relevant
restrictions without causing some other analysis to be accidentally surpressed
turns out to be a dif�cult engineering task, which the classicalapproach in lin-
guistic theory has little to say about. Under the OT approach with its violable
constraints and an empirical learning scheme, “training” on corpus data may
lead to a �negrained and well-adjusted systemof constraint interaction, which
hasa similar coverageasthe ideal, manually tailored list of specialcases.How-
ever, linguistic work staysat the level of intact generalizations, since the data
tuning is performed by the learning technique, informed by frequenciesof phe-
nomena and lexical elements in the observeddata.

Before such an approach can be put to use and particular strategies of
corpus-basedlearning can be evaluated, many issuesabout the representation
formalism and the mechanismsin the processingmodel have to be settled. The
present dissertation is an attempt to contribute to this by proposing a non-
derivational formal model of OT syntax and discussing important empirical,
formal and computational properties. The focus is on issuesof the architecture,
i.e., how are the competing candidates determined, what candidates have to
be considered,what properties of the candidatesare checked?The question of
what is the most adequate way of modelling priorization of the different con-

2For an introduction to OT see(Kager 1999), which hasOT phonology asits main focus,but
addressesthe application to syntax, too.

3Cf. also (Boersmaand Hayes2001). (Keller and Asudeh2001) point out a number of prob-
lems with this particular approach; however, the general framework of a competition-based
theory of syntax opens up a wide spaceof possibilities for modelling a competencegrammar
within a broader context of cognitive abilities, including performance issues.
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straints (weighting, ranking, or somestochasticvariant of ranking) is to a great
extent independent of the architectural issues.

Besidesthis perspectiveof applying a linguistically motivated competition-
based model of syntax in corpus-basedlearning, a more immediate need of
a spelled-out formalization of OT syntax and a computational account exists
for ongoing linguistic work in the OT framework. To date, most work focuses
on fairly restricted sets of empirical data and few selected constraints. This
is in part due to the fact that OT is still a young �eld of study, but it seems
also that there is a limit to the size of an OT analysis that can be mastered
on a piece of paper. A thorough assessmentof the bene�ts of OT presupposes
computational devices that allow one to manipulate larger sets of constraints
and larger candidate setswith more complex candidate analyses.

Overview

This dissertation consistsof six chaptersbesidesthis introduction. Chapters 2
and 3 provide some background on OT and identify the conceptual and em-
pirical OT-syntactic issuesunderlying this dissertation. Chapter 4 presents a
formalization of OT syntax in the framework of LFG; chapter 5 discussesan
extension of this formalization to bidirectional optimization. Chapter 6 is de-
voted to processing issuesarising from the formalization; chapter 7 presents
someconclusionsand an outlook.

Chapter 2 starts with a brief introduction of the main conceptsof OT, illus-
trated with an example from syntax. The basicexplanatory mechanismsof OT
are explained on the basis of simple phonological examples. This establishes
the crucial role of constraint interaction in the explanation of variation across
the languagesof the world.

Chapter 3 moveson to conceptual and empirical issuesspeci�c to the appli-
cation of OT to syntax. The two main themes of this chapter are faithfulness
violations and questions of learnability. A treatment of these issueswithin an
OT systempresupposesthat the formal framework in which the OT system is
set have certain properties. I point out the advantagesof a non-derivational
setup both for candidate analysesand the OT competition system.

At the beginning of chapter 4, I give a short overview of the LFG formal-
ism. The formalization of OT syntax builds mainly on LFGconcepts(thus the
framework is called OT-LFG): possible candidates are de�ned by an LFG-style
grammar; candidate sets are de�ned as possible candidates whose f-structure
is subsumedby the input f-structures; constraints are de�ned as structural de-
scription schemata using the primitives of LFG. I point out that the OT-LFG
framework allows one to addressthe conceptual and empirical points raised in
chapter 3 in an adequateway.

3



Introduction

Chapter5 discussesa variation of the standard production-based(or expres-
sive) optimization model, which is straightforward on the basisof the OT-LFG
formalization: comprehension-based(or interpretive) optimization, in which
the terminal string is �xed acrossthe membersof the candidate set. Formally,
this is only a minor modi�cation of the de�nition of the candidate set, but there
are interesting conceptual and empirical issuesconcerning parallelism between
the two “directions” of optimization, and in particular the combination of both
in a bidirectional model. I present a bidirectional account of pro-drop in Ital-
ian, which derives a recoverability condition as an effect of the interaction of
the two optimizations.

Building on computational results for LFG generation, chapter 6 discusses
the processingtasksassociatedwith the two types of uni-directional optimiza-
tion models and with the various combinations in a bidirectional system(chap-
ter 6). The two main issuesin processingare the control of the in�nite candi-
date set and directionality of processing. I show that generally, the conceptu-
ally and empirically well-motivated formalization of chapters4 and 5 provides
a suf�ciently restricted basisfor a computational account. While parsing (and
generation) with an unrestricted OT Syntax systemis undecidable in the gen-
eral case,decidability is guaranteed if either a recoverability condition based
on a �nite context representation is assumed,or a speci�c type of bidirectional
model (with strong bidirectionality) is applied.

Chapter 7 constitutes a conclusion of the dissertation with a summary of the
main results and a discussionof open points and directions for future research.

4

Chapter 2

The foundations of OT

This chapter introduces the general ideasof the Optimality-theoretic approach
in linguistics. Optimality Theory (OT) was �rst developed for phonology by
Prince and Smolensky (1993), and has quickly attracted many researchersin
phonology, but also morphology, syntax, semanticsand pragmatics. This disser-
tation is mainly focusedon Optimality-theoretic syntax, so the �rst illustration
of constraint interaction in sec.2.1 is drawn from this area. Nevertheless,it is
helpful to introduce the basicexplanatory deviceswith phonological examples,
aswill be done in sec.2.2.

2.1 Con�icting violable constraints

This section presentsan illustrative example of an analysis in OT syntax. It is
taken from Grimshaw's(1997) account of inversion in English, which is set in a
syntactic framework working with a representational simulation of movement
derivations in the style of Government-and-Bindingtheory (GB).1 Grimshaw's
paper was probably the most in�uential early work applying OT methods to
syntactic phenomena. It presentsa very elegant analysisfor the notorious aux-
iliary/inversion facts of English. This paper has prompted many researchers'
interest in OT syntax. Bresnan(2000, sec.2) showsthat Grimshaw'sconstraint
systemcan be reconstructed in the LFGframework (see chapter 4), and many
of the examplesI useto illustrate the formalizations in this dissertation will also
be basedon this fragment. Here, I will just go through a simpli�ed analysis to
informally introduce the basicconceptsof OT syntax.

The miniature fragment I will use for illustration is basedon the syntactic
OT constraints constraints in (2.1) (Grimshaw 1997, 374).

1Cf. (Chomsky 1981); for in introduction, seee.g. (Haegeman1994).
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Thefoundationsof OT

(2.1) OP-SPEC Syntactic operators must be in speci�er position.
OB-HD (Obligatory Head) A projection hasa head.
STAY Trace is not allowed.

Note that the constraints are formulated as conditions on syntactic repre-
sentations, in this casetree con�gurations following the GB tradition (in par-
ticular assuming tracesmarking the baseposition of elements that have been
movedto a different position at the level of surfacestructure). The conceptsof
head, projection and speci�er are standard terms from X-bar theory, referring to
particular positions in the X-bar scheme(2.2), which underlies all well-formed
syntactic trees. The relevant syntacticoperators(as referred to in the OP-SPEC

constraint) for our present purposesare wh-phraseslike who or what.

(2.2) XP

YP X

�

. . . X

�

ZP

. . .

X

�

: head
X

�

, XP: projections of X

�

ZP: complement of X

�

YP: speci�er to XP

In general, it is not possible to satisfy all OT constraints at the same time
since some of them are in mutual con�ict. For example according to the un-
derlying assumptions about representations, some syntactic operators cannot
be base-generatedin speci�er position. So, in order to satisfy OP-SPEC such
operators have to be moved to this position, which inevitably gives rise to a
trace violating STAY. It is a key assumptionof OT that it is legitimate for a well-
formed analysis to violate certain constraints (in order to satisfy some other
constraints). Thus, contrary to the principles and constraints of pre-OT frame-
works of generative linguistics, OT constraints are violable.

By hypothesis the set of constraints is universal, but what differs from lan-
guageto language is the importance of the individual constraints. In somelan-
guagesit is more important to satisfy OP-SPEC than STAY, in other languages
vice versa. This is captured by assuminga language-speci�c hierarchical dom-
inance ranking of the constraints. The dominance relation is written as

�

(`is
more highly ranked than'). For English, the dominance ranking for our three
constraints is as follows: OP-SPEC

�

OB-HD

�

STAY.

The type of relation between constraints assumed in standard OT ap-
proaches is one of strict dominance, meaning that higher-ranking constraints

6

2.1 Con�icting violableconstraints

take absolute priority over lower-ranking constraints: if an analysis satis�es a
higher-ranking constraint better than any alternative analysis, it doesnot mat-
ter how many violations of lower-ranking constraints the analysis incurs.

The assumption of con�icting violable constraints comeswith an inherent
need to make comparisons in order to determine what is the well-formed, or
grammatical, analysis. This is captured by the abstract processof harmony
evaluation – called Eval – in which a set of candidate analysesor competitors
is evaluated according to the language-particular constraint ranking. In a pair-
wise comparison, the most harmonic candidate (the “winner”) is determined.
Harmony is de�ned as follows.

(2.3)

���

is more harmonic than

���

(
���

�

�
� ) if it contains fewer violations

for the highest-ranking constraint in which the marking of

�
� and

���

differs.

We can subdivide the evaluation processin

� a �rst step identifying the constraint violations (this is sometimes mod-
elled by a function marks from candidates to multisets or bags of con-
straint violation marks), and

� a secondstep actually determining the harmony of the candidates.

Only the latter stepis language-dependent.When there is no risk of confusion, I
will sometimesalso call this narrower secondstep harmony evaluation or Eval.

Before looking at an example of harmony evaluation at work, we have to
know what candidatesenter the competition for the most harmonic candidate.
This is a very crucial question, since obviously the result of the comparison
may vary signi�cantly depending on how “hard” the competition is. Intuitively ,
only genuine alternativesshould be compared. That meansthat all candidates
should be equivalent in terms of their communicative force. Here, OT accounts
are not always very explicit, but it is a widespread assumption that all compet-
ing candidatessharethe samesemanticcontent.2 If we assumesomerepresen-
tation of the semanticcontent, candidate setscan then be de�ned by a function
that maps a content representation to the set of all analysesexpressing this
content. This function is called Gen (for candidate generation), and since it
is tempting to think of this abstract function as some derivational process,the
content representation that Gentakesasan argument is typically called the in-
put. I will follow this standard terminology without implying that Genis indeed
a derivational process.3

2The issuewill be discussedin sec.3.3.3.
3Comparethe discussionin sec.3.3.5.

7



Thefoundationsof OT

Strictly, in the GB-basedmodel the input should be the LF (logical form),
possibly paired with d-structure, but for the purposesof Grimshaw's fragment
it suf�ces to assumean input consisting of “a lexical head plus its argument
structure and an assignment of lexical heads to its arguments, plus a speci-
�cation of the associatedtense and aspect” (Grimshaw 1997, 376). Given a
particular such input

�

, Gen

�

�

�

is the set of all candidate analyseswith

�

as the
underlying argument structure etc. Note that the de�nition of Genincorporates
certain inviolable principles of what counts asa valid candidate. In the present
fragment this comprisesthe principles of X-bar theory and some principles on
chain formation (for representing the movement operations).

So, we can now specify the input for an example (Grimshaw 1997, 378):
(2.4); the �rst column of table in (2.5) showssomesamplecandidatesthat are
contained in the set that Genassignsto this input. 4 In (2.6), the full tree struc-
tures for the three candidates are given, with the movement transformations
illustrated by arrows.

(2.4) read( ��� � )

�

� Mary

�

� what
tense= future

(2.5)
Candidates Constraint violations
a. [ �	 Mary will [ 
	 read what]] *OP-SPEC

b. [ �

	 what e [ �	 Mary will [ 
 	 read t]]] *OB-HD, *STAY

c. [ �
	 what will � [ �	 Mary e � [ 
 	 read t]]] *STAY, *STAY

(2.6) a. IP

DP I

�

Mary I

�

VP

will V

�

V

�

DP

read what

4In this example, I follow Grimshaw's GB-style notation: `t' marks the trace of the moved
wh-word what; è' marks an empty head (of the CPprojection); ẁill 
 – e 
 ' is the chain of will 's
head movement from I to C. (Note that e 
 is a trace, while e is not.)

8

2.1 Con�icting violableconstraints

b. CP

DP C

�

what C

�

IP

DP I

�

Mary I

�

VP

will V

�

V

�

DP

read t

c. CP

DP C

�

what C

�

IP

will � DP I

�

Mary I

�

VP

e � V

�

V

�

DP

read t

For eachcandidate, the function marks checkswhich of the constraints it satis-
�es; a violation is marked in the secondcolumn of (2.5), with an `*' preceding
the constraint name. Candidatea. hasthe wh-operator what in the complement
position of the verb, thus failing to satisfy the constraint OP-SPEC in (2.1). In
candidate b., the CPdoesn't contain a head, leading to a OB-HD violation; fur-
thermore, what has been moved to the speci�er of CP(so it avoids a OP-SPEC

violation), leaving behind a trace and thus violating STAY once. Candidate c.
avoids the empty C

�

by moving the auxiliary will from I

�

into this position – at
the cost of incurring an additional STAY violation. Sowe seethat the constraint
con�ict triggered by the presenceof a wh-operator in the input is resolved in
different ways in eachof the candidates.

Basedon this marking of constraint violations for all analysesin the candi-
date set, and the language-speci�c constraint hierarchy, now the function Eval
determines the most harmonic, or optimal, candidate: by de�nition, this is the
only grammatical analysisfor the underlying input representation. (There may
also be a set of equally harmonic candidates.) The standard notation for the
result of the evaluation is a tableau (2.7), with the columns for the constraint
re�ecting the hierarchy of the languageunder consideration. It is customary to
list the input in the top left-hand table cell.

9
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(2.7)

Input: read( ��� � ), �

� Mary, �

� what,
tense= future O

P-
S

P
E

C

O
B
-H

D

S
TA

Y

a. [ � 	 Mary will [ 
	 read what]] *!
b. [ �

	 what e [ �	 Mary will [ 
	 read t]]] *! *
c. + [ �

	 what will � [ �	 Mary e � [ 
	 read t]]] **

If a candidate loses in a pairwise comparison, the “fatal” mark is highlighted
with an `!' (e.g., candidate a. is lessharmonic than b., since they differ in the
highest-ranked constraint OP-SPEC). Note that the scorethat the losing candi-
date has for lower-ranked constraints is completely irrelevant. Ultimately, the
candidate that remains without a fatal constraint violation is marked with the
symbol + as the winner of the entire competition. In the example, candidate
c. is optimal, although it violates the constraint STAY twice. The other analy-
sesare predicted to be ungrammatical. Different languagesare characterized
by different relative rankings of the constraints. For instance, a language with
wh in situ may rank OP-SPEC lower than STAY, which will causecandidate a.
in (2.7), to be the winner. Note that there will always be at least one win-
ning analysis for a given (nonempty) candidate set, since optimality is de�ned
relative to the competitors.5

After this informal example,we can identify the notions that a formalization
of OT must pinpoint: the input representation, the function Gen, the formula-
tion of constraints, and harmony evaluation (Eval), consisting of the function
marks checking for constraint violations, and the determination of harmony
basedon the language-speci�c constraint ranking. For someof theseconcepts,
the assumptionsmade in different incarnations of OT vary signi�cantly .

In chapter 4, I will addressthe LFG-based approach to formalization of OT
Syntax (following work by Bresnan– 1996, 2000), which assumesstrictly non-
derivational candidate analyses. All relevant aspectsof the candidates can be
encodedrepresentationally, so there is good reasonto opt for the conceptually
simpler choice of comparing static objects, in particular sincethe mathematical
and computational properties of LFG-like formalisms have been studied exten-
sively.6

In the remainder of this chapter and in the following chapter 3, I will discuss
someof the assumptions,techniquesand methodological principles adopted in
the Optimality-theoretic approach in linguistics.

5This meansthat the phenomenon of language-particular ineffability cannot be modelled in
the standard OT model. This will be discussedin sec.3.3.3.

6Comparealso the discussionin sec.3.3.5.
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2.2 Factorial typology and the grounding of con-
straints

Oneof the main argumentsfor the OT approachis its ability to make typological
predictions. Since this dissertation is mainly about formal and computational
aspectsof syntactic OT systems,this empirical aspectis not a central topic in the
later chapters. However, when one wants to decide between severaldifferent,
but related architectures it is important to be aware of the aspectsthat motivate
the linguistic application of optimization in the �rst place. Therefore I will
review the structure of a factorial typology argument (based on the example
from Kager1999, sec.1.7).

Usingphonological data for this purposehasnot only the advantageof keep-
ing the analyseswe haveto look at simple, but is alsoa good starting point for a
discussionof the grounding of constraints – an issuewhich is interweaved with
the explanatory role of factorial typology.

2.2.1 Factorial typology

Under different dominance rankings over a setof constraints, different analyses
in a candidate set come out as the winner. Since by de�nition, only the win-
ners are in the language described by the OT system,changing the constraint
ranking gives us different languages. But with reranking over a �xed set of
constraints we do not get arbitrary collections of winners (i.e., languages) –
the choice of constraints (plus the OT assumptions) enforcescertain patterns.
This is what factorial typology is about.

Using the illustrative example of (Kager 1999, sec.1.7), let us look at nasal-
ity of vowels in closed syllables. The phonological analysis is supposed to
predict under what conditions vowels are pronounced nasally or not nasally.
So in the candidate set both the possibility of keeping the underlying nasal-
ity and a change of the underlying nasality have to be provided. Such po-
tential changes of underlying information are controlled by faithfulness con-
straints, which favour candidateswithout such changes. Typically, faithfulness
constraints are in con�ict with markednessconstraints, which favour certain
properties of the output form independent of what the underlying form is like.
(Faithfulness constraints are discussedin more detail in sec.3.2.)

For the present illustrative purpose, we are only interested in whether or
not a nasal vowel in the input will also be realized as a nasal in the winning
candidate, potentially depending on the following consonant. For this conso-
nant, again, it only matters whether it is a (tautosyllabic) nasal, like [n], or

11
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not. So, it suf�ces to look at the following four underlying word forms as rep-
resentatives for the phenomenon we are interested in: /pan/, /pãn/, /pal/,
/pãl/. The input /pan/ can be either realized faithfully as [pan], or, violating
faithfulness, as [pãn] (we are not considering faithfulness violations in the re-
alization of the consonant). /pãn/ could come out as [pãn] or [pan]. Likewise
for the other words. So, combinatorially, there are 16 different ways natural
languagescould behave, as shown in (2.8) Alternative (2.8a) is faithful in all
cases,alternative (2.8p) is “unfaithful” in all cases. In between, we have any
possible combination of faithfulness in some of the cases,with unfaithfulness
in the other cases.

(2.8) a. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pãl]}

b. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pãl]}

c. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pãl]}

d. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pãl]}

e. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pal]}

f. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pãl]}

g. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pãl]}

h. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pal]}

i. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pãl]}

j. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pal]}

k. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pal]}

l. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pãl]}

m. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pal]}

n. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pal]}

o. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pal]}

p. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pal]}

Let us now look at a linguistically sensible OT analysis of the data (the
motivation for picking a particular set of constraints will be discussedfurther
down). We have already talked about faithfulness, so a faithfulness constraint
is an important participant in the constraint interaction. The relevant constraint
is:7

7The input-output identity constraint IDENT-IO is part of the CorrespondenceTheory ap-
proach of (McCarthy and Prince 1995).
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(2.9) IDENT-IO(nasal)
The speci�cation of the feature [nasal] of an input segment must be
preservedin its output correspondent.

Furthermore, we have the following markednessconstraints:

(2.10) * V �

�� �
�

Vowels must not be nasal.

(2.11) * V �
�

�
� N

Before a tautosyllabic nasal, vowels must not be oral.

(2.10) is a context-free markednessconstraint. If it is not dominated by any
other constraints, the languagewill not contain any nasal vowels at all. (2.11)
is a context-sensitive markedness constraint. Given these three constraints,
there are 6 possible rankings (in general for a set of � constraints, there are

�

�

possiblerankings, thus the term factorial typology):

(2.12) a. IDENT-IO(nasal) � * V �

�
�

�
�

� * V �
�

�
� N

b. IDENT-IO(nasal)

�

* V �
�

�
� N

�

* V �

�
�

�
�

c. * V �
�

�
� N

�

IDENT-IO(nasal)

�

* V �

�
�

�
�

d. * V �
�

�
� N

�

* V �

�
�

�
�

�

IDENT-IO(nasal)

e. * V �

�
�

�
�

�

* V �
�

�
� N

�

IDENT-IO(nasal)

f. * V �

�
�

�
�

�

IDENT-IO(nasal)

�

* V �
�

�
� N

With ranking (2.12a), we get the competitions in (2.13). Since Faithfulness
( IDENT-IO(nasal)) is undominated, the unfaithful candidate loses in all four
cases(note the exclamation marks in the �rst column of each small tableau).
So we get a language that displays full contrast in the output forms. Typo-
logically, this is a widespread pattern. Note that the relative ranking of the
two markednessconstraints plays no role (given the set of data), so the out-
come with ranking (2.12b) is identical. The ranking * V �

�
�

�
�

�

* V �
�

�
� N is

said not to be crucial – in this situation it is common in the literature that the
dominance relation is left unspeci�ed for the two constraints: The hierarchy
IDENT-IO(nasal)

�

{ * V �

�
�

�
� , * V �
�

�
� N } speci�es all crucial rankings.8

8Often, the dominance ranking is formally de�ned as a total relation, so effectively for the
non-crucial rankings one or the other alternative will actually hold. But for the casesunder
discussion,this doesnot have an effect on the outcome.
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(2.13) Full contrast
IDENT-IO(nasal)

�

* V �

�
�

�
�

�

* V �
�

�
� N

(i) Input: /pan/ ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

*V

�
�

�
�

N

a. [pãn] *! *
b. + [pan] *

(ii) Input: /pãn/ ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

*V

�
�

�
�

N

a. + [pãn] *
b. [pan] *! *

(iii) Input: /pal/ ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

*V

�
�

�
�

N

a. [pãl] *! *
b. + [pal] *

(iv) Input: /pãl/ ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

*V

�
�

�
�

N

a. + [pãl] *
b. [pal] *! *

If we look at ranking (2.12c), we get the competitions in (2.14):

(2.14) Positional neutralization
* V �

�

�
� N

�

IDENT-IO(nasal)

�

* V �

�
�

�
�

(i) Input: /pan/ *V

�
�

�
�

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

a. + [pãn] * *
b. [pan] *!

(ii) Input: /pãn/ *V

�
�

�
�

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

a. + [pãn] *
b. [pan] *! *

(iii) Input: /pal/ *V

�
�

�
�

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

a. [pãl] *! *
b. + [pal]

(iv) Input: /pãl/ *V

�
�

�
�

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

�

a. + [pãl] *
b. [pal] *!

Here, the context-sensitive markednessconstraint * V �
�

�
� N outranks faithful-
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ness( IDENT-IO(nasal)). This means for the context in which the condition of
* V �

�

�
� N �res (i.e., (i) and (ii) where we have a nasal consonant), it is more

important to satisfy this markednessconstraint than to be faithful to the in-
put. Thus in the (i) case,we get an unfaithful output, realizing an underlying
oral vowel asa nasal. The (iii) and (iv) casesare unaffected, since faithfulness
jumps in to level out the effect that * V �

�
�

�
� could have. This phenomenon is

called positional neutralization. For certain contexts (i.e., in certain positions),
differences in the underlying forms are neutralized: before /n/, both an under-
lying /a/ and an /ã/ come out the same.

Basedon the hierarchy (2.12d) harmony evaluation yields (2.15) asa result.
With the context-sensitivemarkednessconstraint highest-ranking, followed by
the context-free markednessconstraints, and faithfulness ranked lowest, we
get the sameeffect asbefore for the nasal context ((i) and (ii)), plus we get the
effect of * V �

�
�

�
� for the non-nasal context (case(iii) and (iv)). So we observe

allophonic variation. In both contexts, neutrlization of underlying differences
occurs. Two of the four cases((i) and (iv)) display unfaithfulness of the output.
This behaviour is found in many dialects of English where vowels before nasal
consonants(like in sand,meant) are nasalized.

(2.15) Allophonicvariation
* V �

�

�
� N

�

* V �

�
�

�
�

�

IDENT-IO(nasal)

(i) Input: /pan/ *V

�
�

�
�

N

*V

�
�

�
�

�

ID
-I

O
(n

as
al

)

a. + [pãn] * *
b. [pan] *!

(ii) Input: /pãn/ *V

�
�

�
�

N

*V

�
�

�
�

�

ID
-I

O
(n

as
al

)

a. + [pãn] *
b. [pan] *! *

(iii) Input: /pal/ *V

�
�

�
�

N

*V

�
�

�
�

�

ID
-I

O
(n

as
al

)

a. [pãl] *! *
b. + [pal]

(iv) Input: /pãl/ *V

�
�

�
�

N

*V

�
�

�
�

�

ID
-I

O
(n

as
al

)

a. [pãl] *!
b. + [pal] *

The neutralization causedby the low ranking of faithfulness in allophonic
variation languagesleads to a somewhat peculiar situation: if one looks at the
output (the winning candidates) only, the (i) and the (ii) caseare indistinguish-
able, and so are (iii) and (iv). So there is no context where one could seewhat
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the nasality of the actually underlying vowel is. Hence, a learner of this lan-
guage could never �nd a clue to distiguish the alternative underlying forms,
so it is suf�cient to store only one of them in the inventory of underlying lexi-
cal forms. The question which one is picked in learning is addressedin OT by
Lexicon Optimization. 9

As the �nal ranking options, let us look at (2.12e) as representative for
both (2.12e) and (2.12f), sincethe highest-ranking constraint alone is decisive.
The tableaux in (2.16) result. We again get unfaithfulness in two out of four
cases((ii) and (iv)), where in this casethe global markednessof nasal vowels
suppressesall other factors – be it the context-sensitive markednessof the al-
ternative oral vowel or faithfulness to the underlying input form. So, in this
language vowels are never nasal, there is a lack of variation for the nasality
feature on vowels. Typologically, this kind of behaviour is attested for different
features in many languages.Our concretecasehere – lack of nasality for vowels
– actually holds for the majority of languagesof the world. Note that as in the
previous case, from the output it is impossible to tell whether the underlying
input form had a nasal vowel or not. Soagain, Lexicon Optimization will apply
in learning.

(2.16) Lackof variation
* V �

�
�

�
�

�

* V �
�

�
� N

�

IDENT-IO(nasal)

(i) Input: /pan/ *V

�
�

�
�

�

*V

�
�

�
�

N

ID
-I

O
(n

as
al

)

a. [pãn] *!
b. + [pan] *

(ii) Input: /pãn/ *V

�
�

�
�

�

*V

�
�

�
�

N

ID
-I

O
(n

as
al

)

a. [pãn] *!
b. + [pan] * *

(iii) Input: /pal/ *V

�
�

�
�

�

*V

�
�

�
�

N

ID
-I

O
(n

as
al

)

a. [pãl] *!
b. + [pal]

(iv) Input: /pãl/ *V

�
�

�
�

�

*V

�
�

�
�

N

ID
-I

O
(n

as
al

)

a. [pãl] *!
b. + [pal] *

9Compare(Kager 1999, sec.1.6; 7.5.3). Lexicon Optimization is an instanceof bidirectional
optimization, which is addressedin chapter 5 of this dissertation.
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2.2.2 The predictive power of factorial typology

We have seenall six possiblerankings for the three constraints under consider-
ation – with four empirically distinguishable outcomes. Recall that in (2.8), 16
logically possible language behaviours were observed,of which now only four
are predicted: the alternatives a., b., h., and j, repeatedbelow.

(2.8) Possiblelanguages

a. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pãl]}

b. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pãl]}

h. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pal]}

j. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pal]}

With the three constraints (2.9), (2.10) and (2.11), no other language be-
haviour can be derived. If we look at the other logical possibilities, this turns
out to be a desirable result: in the languagesof the world, only the predicted
patterns can be found. Nasal vowels are universally more marked than oral
vowels. There are many languages without nasal vowels, but none without
oral vowels (as in (2.8g)). For nasal vowels the position before non-nasal
consonants is again universally more marked than the position before nasal
consonants. This excludesa language like (2.8c), in which the nasality of the
vowel is neutralized to an oral vowel before /n/ but not before /l/.

(2.8) Impossiblelanguages

c. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pãl]}

d. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pãl]}

e. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pal]}

f. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pãl]}

g. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pãl]}

i. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pãl]}

k. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pal]}

l. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pãl]}

m. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pal]}

n. {/pan/ � [pãn], /pãn/ � [pãn], /pal/ � [pãl], /pãl/ � [pal]}

o. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pal]}

p. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pal]}
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Asshould be clear by now, the three constraints for the linguistic OT analysis
were intentionally chosento re�ect the typological pattern in the languagesof
the world. This set-updemonstratesthe workings of the explanatory machinery
of the Optimality-theoretic approach: With a small set of constraints, the space
of logically possible formal languagesis reduced to a smaller spectrum, which
servesasOT's model for the possiblenatural languages.

Thus, apart from Occam'srazor, which will favour a system with a small
number of constraints, the following two criteria for the adequacy of an OT
systemcan be identi�ed:

(2.17) Criteria for the adequacyof an OT system

a. The typologically attested spectrum of languages should be cor-
rectly predicted by the factorial typology of the constraints as-
sumed.

b. The constraints usedshould have an independent motivation.

I will �rst illustrate a situation where an attempt of an OT analysis fails to
satisfy criterion (2.17a). Assumea set of three hypothetical constraints:

(2.18) Hypotheticalconstraints

a. IDENT-IO( NASAL= + )
If an input segment is speci�ed as [ NASAL=+], this must be pre-
servedin its output correspondent.

b. V �

�
�

�
�

�

� C �

�
�

�
�

�

�

The nasality features in a vowel and a following consonant are
identical.

c. * V �

�
�

�
� N

Before a tautosyllabic nasal, vowels must not be nasal.

(2.18a) is a more focused (i.e., weaker) variant of the faithfulness constraint
(2.9) IDENT-IO(nasal). It only demands that underlying nasals are rendered
faithfully . If we have /pan/ � [pãn], this constraint is not violated. (2.18b) is
a stronger variant of (2.11) * V �

�

�
� N, punishing also the situation of a nasal

vowel preceding a non-nasal consonant (as in [pãl]). (2.18c) is a new contex-
tual markednessconstraint. We may think that theseare the correct constraints
for modelling nasality of vowels in the languagesof the world. As the tableaux
in (2.19) show, the ranking IDENT-IO( NASAL= + )

�

V �

�
�

�
�

�

�C �

�
�

�
�

�

�

�

* V �

�
�

�
� N givesus the positional neutralization language (2.8b).

18

2.2 Factorial typologyand the grounding of constraints

(2.19) Positional neutralization (with hypotheticalconstraint set)
IDENT-IO( NASAL= + )

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

�

�

* V �

�
�

�
� N

(i) Input: /pan/ ID
-I

O
(N

A
S
=

+
)

V

�
�

�

�

�

C

�
�

�

�

�

*V

�
�

�
�

�

N

a. + [pãn] *
b. [pan] *!

(ii) Input: /pãn/ ID
-I

O
(N

A
S
=

+
)

V

�
�

�

�

�

C

�
�

�

�

�

*V

�
�

�
�

�

N

a. + [pãn] *
b. [pan] *! *

(iii) Input: /pal/ ID
-I

O
(N

A
S
=

+
)

V

�
�

�

�

�

C

�
�

�

�

�

*V

�
�

�
�

�

N

a. [pãl] *! *
b. + [pal]

(iv) Input: /pãl/ ID
-I

O
(N

A
S
=

+
)

V

�
�

�

�

�

C

�
�

�

�

�

*V

�
�

�
�

�

N

a. + [pãl] *
b. [pal] *!

With the ranking IDENT-IO( NASAL= + )

�

* V �

�
�

�
� N

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

�

(reversing the two lower constraints), all casesapart from (i) are the same.
So we would get the free-variation language (2.8a). With V �

�
�

�
�

�

� C �

�
�

�
�

�

�

highest-ranking, it is easy to see that independent of the relative ranking of
the other two constraints, we will always get the pattern {/pan/ � [pãn],
/pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pal]}, i.e., the allphonic-variation
language (2.8h). Lastly, we might argue that the ranking * V �

�
�

�
� N

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

�

�

IDENT-IO( NASAL= + ) gives us the fourth language with
lack of variation: (2.20) on page20.

The problem is however that we have not yet looked at the complete fac-
torial typology! There is still the ranking which is like the previous one, but
with the lower two constraints swapped: * V �

�
�

�
� N � IDENT-IO( NASAL= + )

� V �

�
�

�
�

�

� C �

�
�

�
�

�

� . For (iv), this ranking doesmake a difference, so unlike
the original constraint set, the hypothetical constraint set wrongly predicts a
�fth possiblelanguage:

(2.8) c. {/pan/ � [pan], /pãn/ � [pan], /pal/ � [pal], /pãl/ � [pãl]}
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(2.20) Lackof variation (with hypotheticalconstraint set)
* V �

�
�

�
� N

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

�

�

IDENT-IO( NASAL= + )

(i) Input: /pan/ *V

�
�

�
�

�

N

V

�
�

�

�

�

C

�
�

�

�

�

ID
-I

O
(N

A
S
=

+
)

a. [pãn] *!
b. + [pan] *

(ii) Input: /pãn/ *V

�
�

�
�

�

N

V

�
�

�

�

�

C

�
�

�

�

�

ID
-I

O
(N

A
S
=

+
)

a. [pãn] *! *
b. + [pan] *

(iii) Input: /pal/ *V

�
�

�
�

�

N

V

�
�

�

�

�

C

�
�

�

�

�

ID
-I

O
(N

A
S
=

+
)

a. [pãl] *!
b. + [pal]

(iv) Input: /pãl/ *V

�
�

�
�

�

N

V

�
�

�

�

�

C

�
�

�

�

�

ID
-I

O
(N

A
S
=

+
)

a. [pãl] *!
b. + [pal] *

This demonstrates the workings of criterion (2.17a), which demands that
the factorial typology formally predicted has to be checked at the empirically
observedtypology.

2.2.3 The grounding of constraints

Besidesthe typological criterion (2.17a) for the adequacyof an OT constraint
set, we havecriterion (2.17b), demanding independent motivation for the con-
straints.

In phonological OT, phonetic circumstancescan often give a very clear in-
dication of what segments are marked or what combination of segments is
marked. Such evidence can originate from properties of either articulation
or perception, and it provides phonetic grounding of a constraint. Let us go
through the original three constraints (2.9) IDENT-IO(nasal), (2.10) * V �

�
�

�
�

and (2.11) * V �
�

�
� N, starting with the last one. Without going into much ar-

ticulatory detail, it is plausible that the sequenceof an oral vowel and a (tau-
tosyllabic) nasal consonant requires more effort (lowering the velum to allow
air�ow through the nose) than that of a nasal vowel and a nasal consonant.
This provides phonetic grounding for constraint (2.11) * V �

�

�
� N. Note that the
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constraint * V �

�
�

�
� N from the hypothetical constraint set (2.18) lacks such a

motivation.

For faithfulness constraints like (2.9) IDENT-IO(nasal), the grounding issue
doesnot poseitself in the sameway, sincewe can never observethe underlying
forms directly; their shapeis a theoretical construct that we can de�ne as ade-
quate. What is important is that we usethem in a consistentway. Formally, it is
conceivableto assumethe mirror-image of the IDENT-IO constraint (something
like * IDENT-IO or DIFF-IO, if we have binary valued features), which would
mean that a free-variation language would be modelled as (2.8p) rather than
(2.8a).

(2.8) a. {/pan/ � [pan], /pãn/ � [pãn], /pal/ � [pal], /pãl/ � [pãl]}

p. {/pan/ � [pãn], /pãn/ � [pan], /pal/ � [pãl], /pãl/ � [pal]}

We would no longer have four faithful instances,but rather what looks like
four unfaithful instances(de�ned as the unmarked casein this thought exper-
iment). 10 However, it would not be very helpful to name the underlying forms
in this confusing way.

Let us look at the phonetic grounding of the other markednessconstraint,
(2.10) * V �

�
�

�
� . Here, the situation may already be a little less obvious than

it was for * V �
�

�
� N: Why should nasal vowels be more marked a priori (tak-

ing into account that ability to closeoff the nasal cavity has evolved only quite
recently in terms of evolution of the homo sapiens)? An indirect functional
motivation may recur on perceptual factors: in order to exploit the spaceof
different vowel qualities ([a] vs. [u] vs. [i], etc.) in a maximally effective way,
the perceived vowel qualities should be maximally distinct – and indeed the
difference between oral vowels can be perceived more clearly than the differ-
ence between nasal vowels. Thus, using oral vowels is more ef�cient from a
functional perspective,which motivates a constraint * V �

�
�

�
� .

As the example shows, criteria (2.17a) and (2.17b) will typically interact
in �nding a suitable set of candidates – the typological observation that many
languageslack nasal vowels, while all languageshave oral vowels is so striking
that it may give suf�cient indication for postulating a constraint * V �

�
�

�
� . Based

on this example, one might think that the typological predictions alone may
suf�ce to characterizean appropriate constraint system.However the following
example will show that the constraints one postulates should indeed also be
evaluated according to criterion (2.17b) – independent motivation. Assume
another hypothetical set of constraints:

10As one can check, the typological data would be easily derivable with this upside-down
system; (2.8n) would replace (2.8b); the neutralization paradigms (2.8h) and (2.8j) would
stay the same.
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(2.21) Hypotheticalconstraints

a. *V �

�
�

�
�

b. V �

�
�

�
�

�

� C �

�
�

�
�

�

�

c. EXISTFAITHFUL-V �

� � �
�

The output must contain a faithful nasal vowel.

Constraint (2.21a) is the known constraint disfavouring nasal vowels (2.10).
(2.21b) is the sameconstraint as(2.18b) in the previous hypothetical constraint
set. It demands that the value of the nasality features on a vowel-consonant
combination be identical and is thus violated by the forms [pan] and [pãl].
Note that this constraint is not at all implausible. Now, if we also assumecon-
straint (2.21c) (for which we do not have any independent motivation), the
striking result is that we can derive exactly the sameset of languagesas with
the constraints (2.9), (2.10) and (2.11) from above: Constraint (2.21c) is vio-
lated by both /pan/ � [pan] and /pan/ � [pãn] (neither of them contains a
faithful nasal vowel, since the underlying form doesnot contain one); further-
more it is violated by the unfaithful candidate /pãn/ � [pan]. With the /pal/
and /pãn/ competitions, the situation is parallel.

With V �

�
�

�
�

�

�C �

�
�

�
�

�

� (2.21b) ranked the highest, we get language(2.8h)
(with [pãn] and [pal] as the only overt forms), no matter how the other
two constraints are ranked. With *V �

�
�

�
� (2.21a) ranked the highest, we al-

ways get (2.8j) (as in (2.16)). With the ranking EXISTFAITHFUL-V �

�
�

�
�

�

*V �

�
�

�
�

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

� , we get (2.8a), with EXISTFAITHFUL-V �

�
�

�
�

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

�

� *V �

�
�

�
� , the resulting language is (2.8b). The last result

is illustrated in (2.22) on page23.

This hypothetical example shows that just having a minimal set of con-
straints which predicts the typological data correctly does not guarantee
that the most adequate constraint set has already been found. (2.21c)
EXISTFAITHFUL-V �

�
�

�
� is hard to motivate as a primitive constraint. So, if we

take into account criterion (2.17b), the original set of constraints turns out
superior.
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(2.22) Positional neutralization (with hypotheticalconstraint set)
EXISTFAITHFUL-V �

�
�

�
�

�

V �

�
�

�
�

�

� C �

�
�

�
�

�

�

�

*V �

�
�

�
�

(i) Input: /pan/ E
X
FA

IT
H

-V

�
�

�
�

�

V

�
�

�
�

�

�

�

C

�
�

�
�

�

�

�

*V

�
�

�
�

�

a. + [pãn] * *
b. [pan] * *!

(ii) Input: /pãn/ E
X
FA

IT
H

-V

�
�

�
�

�

V

�
�

�
�

�

�

�

C

�
�

�
�

�

�

�

*V

�
�

�
�

�

a. + [pãn] *
b. [pan] *! *

(iii) Input: /pal/ E
X
FA

IT
H

-V

�
�

�
�

�

V

�
�

�
�

�

�

�

C

�
�

�
�

�

�

�

*V

�
�

�
�

�

a. [pãl] * *! *
b. + [pal] *

(iv) Input: /pãl/ E
X
FA

IT
H

-V

�
�

�
�

�

V

�
�

�
�

�

�

�

C

�
�

�
�

�

�

�

*V

�
�

�
�

�

a. + [pãl] * *
b. [pal] *!

2.2.4 Simplicity in the logical structure of constraints

Obviously the constraint system(2.22) just discussedwas not entirely wrong.
It described the same data as the original system, with the same number of
constraints. Two of the constraints were plausibly grounded. So how can a
single further constraint get the data right while being rather implausible? Are
there any clues to be read off the formal structure of the constraint that might
tell us that something is not quite right? Indeed there are: EXISTFAITHFUL-
V �

�
�

�
� is a combination of a faithfulness and a markednessconstraint. The

relevant effect is reached if we form a logical conjunction of the ID-IO(nasal)
and the * V �

�

�
� N constraints:11 (2.23).

11This way of conjoining two constraint speci�cations should not be confused with the OT
concept of local conjunction (see e.g., Kager 1999, 392ff). The local conjunction of two con-
straints

�

�

and

�

�

relative to a domain

�

is an additional, rankable constraint that is violated
iff both

�

�

and

�

�

are violated within the same instance of

�

. Logically, this correspondsto
a disjunction of the individual constraint speci�cations (which is false iff the two disjuncts are
false), rather than a conjunction.
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(2.23) COMBINATION of IDENT-IO(nasal) and * V ��

�
� N
The speci�cation of the feature [nasal] of an input segment must be
preservedin its output correspondent
and
before a tautosyllabic nasal, vowels must not be oral.

The combined constraint (2.23) is violated by all candidatesviolating either of
the two constituent constraints. It is also violated just a single time if both are
violated (for candidate b. in (ii)).

As the comparison in (2.24) shows, the combination behavesexactly like
our hypothetical constraints EXISTFAITHFUL-V �

�� �
� , except for candidate b. in

(iii). Looking back at (2.22) however, this difference doesnot have any effect,
sincein (iii) both candidatesviolate EXISTFAITHFUL-V �

�� �
� , and the remaining

constraints make b. the winner under any ranking.

(2.24) Comparisonof EXISTFAITHFUL-V �

�
�

�
� and the COMBINATION of IDENT-

IO(nasal) and * V �
�

�
� N

(i) Input:
/pan/ E

X
FA

IT
H

-V

�
�

�
�

�

C
O

M
B

IN
A

T
IO

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

N

a. [pãn] * * *
b. [pan] * * *

(ii) Input:
/pãn/ E

X
FA

IT
H

-V

�
�

�
�

�

C
O

M
B

IN
A

T
IO

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

N
a. [pãn]
b. [pan] * * * *

(iii) Input:
/pal/ E

X
FA

IT
H

-V

�
�

�
�

�

C
O

M
B

IN
A

T
IO

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

N

a. [pãl] * * *
b. [pal] *

(iv) Input:
/pãl/ E

X
FA

IT
H

-V

�
�

�
�

�

C
O

M
B

IN
A

T
IO

N

ID
-I

O
(n

as
al

)

*V

�
�

�
�

N

a. [pãl]
b. [pal] * * *

The lessonto be learned from this hypothetical example is that one should
be skeptical about constraints that cannot be formulated in a straightforward
and simple way (cf. also Grimshaw 1998, arguing for logically simple con-
straints). Theseare likely to be combinations of simpler constraints, so a con-
straint systembasedon the more primitive constraints should be considered.
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2.3 Summary

On the other hand, a systemwith a small number of simple constraints that
predicts the typological data correctly suggeststhat one is on the right track,
even if one does not yet have a thorough independent motivation for every
single constraint. The logical structure of constraints is discussedin more detail
in sec.4.4.

2.3 Summary

In this chapter, the components of a linguistic OT account were demonstrated
with the example of Grimshaw's (1997) analysisof inversion. The paramount
role of constraint interaction as an explanatory device – which will be at the
centre of discussion throughout this dissertation – was pointed out, and the
mechanics of cross-linguistic empirical predictions through factorial typology
were demonstrated.

Factorial typology with its exactly speci�ed relation between the assump-
tions made by a linguist (in the form of constraints) and their cross-linguistic
empirical consequencesis one of the major innovations of the OT framework,
going along with the departure from classical grammar models based on the
conceptof formal grammars which de�ne setsof strings. In the classicalstring-
language-oriented view, the analysesassignedto strings are subordinate to the
main goal of specifying the correct string language. In the OT view, the objects
of the theory are crucially pairings of surface forms and underlying content
representation, as the discussionof sec.2.2 showed. With this move, the learn-
ing task for a grammar model receivesan entirely new character: learning no
longer meanstrying to get the string languagecorrect by making decisionson a
subsetof the rule speci�cations in a formal grammar (parameters, which appear
rather arbitrary from a formalist point of view). Now learning meanschecking
whether the pairing of form and content observed is predicted as optimal by
the learner's own system, and if necessarycorrecting the constraint ranking.
(In sec.3.3, I will addresslearning in somemore detail.)
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Chapter 3

Some observations about OT syntax

In this chapter, some important observations about the basic components of
a syntactic OT system are made – postponing detailed formal considerations
to chapter 4. Sec. 3.1 contrasts the options for motivating OT constraints in
phonology with the options available for a syntactic account. Sec.3.2 addresses
faithfulness violations in OT syntaxand consequencesfor candidate generation;
sec. 3.3 introduces the OT learning theory and discussesimplications for the
character of the input.

3.1 On the motivation of syntactic OT constraints

The formal rigour of typological predictions illustrated in sec.2.2 is clearly one
of the strengths of the Optimality-theoretic approach. At the same time, the
examplesdiscussedin that section point to a potential methodological problem
– in particular when we are moving from phonology to syntax: above,we were
dealing with toy examplesof three constraints which have a clearly observable
effect. But what if there are more constraints and their effect on the observed
data is more indirect? – both are the casewith most syntactic constraint sys-
tems. More constraints give us a larger factorial typology to check,and what we
have to check depends in part on theoretical assumptions. So it is not so easy
to get an overview of the actual typological spectrum in the languagesof the
world. The question of whether or not a speci�c language type (like (2.8c) in
sec.2.2) exists may be hard to answer. Not �nding any evidencefor somelan-
guage type in the typological literature does not imply that it is not a possible
language type.

This doesnot mean that the typological criterion is lessimportant for eval-
uating syntactic OT systems,but it suggeststhat occasionally one has to make
do without rigorous evidenceaccording to this criterion.
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Unfortunately, the issue of independent, functional evidence for syntactic
constraints is even more problematic. Syntactic constraints are based on ab-
stract representations,which are only indirectly related to observableevidence.
Thus, the form that the constraints take always dependsin part on the kind of
representations one assumes. This makes it hard to �nd theory-independent
grounding for constraints as it can arguably be provided in the phonological
domain (through phonetic grounding).

To a certain degree this re�ects a problem that any theoretical account of
syntax has– the value of the representationsassumedcan only be judged when
looking at the interplay of all aspectsof the theory. A special twist of the prob-
lem arisesfor OT syntax since the representationsassumedare often inherited
from another theoretical framework (GB, Minimalism, LFG). Obviously, part of
what makes out this other framework is replaced by OT's mechanism of con-
straint interaction. This in turn may in�uence the “grounding” of the represen-
tations – or in other words, the samerepresentation may be suitably motivated
in the original framework, but may be foreign to the Optimality-theoretic vari-
ant of the framework.

There are a number of consequencesone may draw from these circum-
stances.The onespicked up in this dissertation are the following:

� Syntactic OT systemsshould be formulated in a preciseway; this should
help one isolate the effect of particular constraints. In particular the prin-
ciples governing candidate generation have often been left implicit so far.

� Ultimately, a computational simulation of a complex syntactic OT system
should facilitate the checking of empirical, typological consequencesof
the assumedconstraints etc.1

� Allowing only simple violable constraints (according to someprecisemea-
sure of complexity) reducesthe degreesof freedom of the system; work-
ing out the consequencesof such a systemshould lead to insights about
the character/usefulnessof OT-style constraint interaction.

� For the formal and computational approach, it is important to know
what types of cross-linguistic variation occur (word order variation, pres-
ence/absenceof certain overt elements etc.); this allows for conclusions
about the character of the candidate generation function Genand the ex-
pressivenessof the violable constraints.

1While this dissertation doesnot provide a fully implemented systemfor general OT models,
it discussesmany of the relevant computational issues. For investigations that are compatible
with certain restrictions discussedfurther down, a classical processing system like the LFG
parser/generator XLE(Xerox Linguistic Environment) can be readily applied.
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3.2 Faithfulnessviolations in phonologyand syntax

Generally, the focus in this dissertation is on formal and computational
properties of syntactic OT systemsand the role that these properties play in
predicting certain empirical facts. Individual phenomena and particular sets
of constraints for modelling them typologically are only used for occasional il-
lustrations. (Quite obviously, the investigation of entire factorial typologies is
impractical under this focus.)

3.2 Faithfulness violations in phonology and
syntax

In this section, a central methodological principle of OT is identi�ed
(sec. 3.2.1). If this principle is taken seriously, the cross-linguistic observa-
tions discussedin sec.3.2.2 for phonology and in sec.3.2.3 for syntax enforce
a particular liberty in the candidate generation Gen– impressionistically speak-
ing, the deletion of material from the input and the addition of material to the
output. In this section, the OT analysesare presented in a relatively informal
way. In sec.4.6, the issuewill be reconsideredagainst the formalization of OT
syntax in the LFGframework provided in chapter 4.

3.2.1 Constraint interaction as the main
explanatory device

As has become clear from chapter 2, the key insight in the OT approach in
phonology and syntax has been that variation between languagescan be de-
rived in a system assuming a universally invariant set of constraints on well-
formed linguistic structures, where it is only the relative ranking of these con-
straints that differs cross-linguistically. Technically, an OT systemis thus set up
as the combination of

(i) a candidate generation component (Gen) that – given some underlying
form (the input) – producesa set of competing structures which all satisfy
someinviolable principles, and

(ii) an evaluation component (Eval) that checksthe candidate structures for
constraint violations and determines the optimal (most harmonic) candi-
datesrelative to the constraint ranking of the language in question.

(The customary tableau notation focuseson component (ii), assumingthe can-
didate set as given and illustrating the constraint violations of the individual
candidatesand the harmony evaluation acrossthe candidates.)
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This generalset-upleavesquite somespacefor variation asto the implemen-
tation of a particular OT systemfor use in a linguistic study or a computational
system. One may choose to assume a relatively restrictive set of inviolable
principles (as part of Gen), leaving a fairly small set of alternatives for the op-
timization step, or one may assumevery weak inviolable principles and leave
most of the work to the interaction of violable constraints.

Of course, keeping the candidate spacesmall has the practical advantage
of making the optimization task more perspicuousto the theorist, and indeed
most OT studies in the literature focus on just some small set of candidates
consideredrelevant for the studied phenomenon. However, this practical move
does not justify the conclusion that the overall system that OT theorists see
themselvesas contributing to has a Gencomponent doing that much work. To
the contrary, a widely assumedmethodological principle is:

(3.1) Methodologicalprinciple of OT
Try to explain asmuch aspossibleasan effect of constraint interaction.

This implies an overall OT model with a very weak Gencomponent.

As an end in itself, principle (3.1) would not be of much scienti�c value.
What is behind it is the observation discussedin sec.2.2: For certain linguistic
phenomena, OT constraint interaction with its inherent factorial typology has
been shown to successfullypredict the spaceof cross-linguistic variation, in-
cluding the systematicexclusion of certain logically possible languages.So the
reason for following (3.1) is to investigate to what extent OT constraint inter-
action may serve as the key explanatory device in modelling linguistic knowl-
edge in general. Evaluation of successin this investigation should be based
on criteria like the following: Is the empirically observable typological space
predicted basedon a set of well-motivated constraints? The strong hypothesis
of the Optimality-theoretic approach is thus that all (and only) the observed
cross-linguistic variation can be explained as an effect of constraint rerank-
ing. A closer investigation of the formal and computational implications of this
strong OT hypothesis is one way of checking to which degreethe hypothesis is
tenable. The present dissertation can be seenasan attempt to follow this path,
focusing on the division of labour betweenGenand Eval. An important question
will be under what circumstancesthe processingtasks(parsing/recognition and
generation) basedon an OT model are decidable (Johnson (1998) observesa
decidability problem for the general, unrestricted OT model).

The critical constraints for the decidability issuesare faithfulness constraints
that lead to a signi�cant discrepancybetween the input and the output when
violated. This way, they may lead to an in�nite number of candidates. Do we
need such constraints?
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The reasoning on this issue in this dissertation is as follows: In sec.3.2.3,
it is observed – rather informally – that a certain type of variation acrossthe
languagesof the world exists (whether (i) expletive elementsare used and (ii)
pronominals may be dropped). If we want to model this type of variation as
an exclusiveeffect of constraint interaction (following principle (3.1)), Genhas
to have a certain property (generating particular faithfulness violations). The
formal character of this property is discussedagain in chapter 4. In chapter 6
the consequencesfor processingare addressed.

3.2.2 Epenthesis and deletion in phonology

Before going into the syntactic data, here is somebackground on deletions and
epenthesesasthey are known from the phonological theory of syllable structure
(cf. e.g., Kager 1999, ch. 3). An important markednessconstraint of syllabic
well-formedness is ONSET:

(3.2) ONSET

*[ � V – `Syllablesmust have onsets.'

Thus, when possible the underlying phoneme sequence is grouped into
syllables in such a way that consonants will act as the onset of a new sylla-
ble: In Axininca Campa (an Arawakan language spoken in Peru), the input
/no-N- �c

�

ik-i/ is syllabi�ed as [no � .�c

�

i.ki] . However, if two vowels are adja-
cent in the underlying form (as in /no-N-koma-i/ ), 2 this is not possible. Since
(3.2) ONSET is high-ranking in Axininca Campa,the languagemakesuseof an
epenthetical consonant in such cases:(3.3a).

(3.3) Consonantepenthesisin Axininca Campa (Kager 1999, 93)

a. /no-N-koma-i/ [no � komati] `hewill paddle'
b. /no-N- �c

�

ik-i/ [no � �c

�

iki] (*[no � �c

�

ikt i]) `hewill cut'

This shows that faithfulness to the underlying input segmentshas to be a
violable constraint. According to the CorrespondenceTheory account of (Mc-
Carthy and Prince 1995), this is formulated as an instance of the DEPENDENCE

constraint: input-output correspondence(3.4). 3

2Note that the assumption of this underlying form for (3.3a) is based on the observation
that both examplesin (3.3) end in the sameunderlying suf�x.

3Correspondenceis a relation between elements in two strings �

� and �

� , where DEPEN-
DENCE demands that every element of �

� has a correspondent in �

� . Its dual is MAXIMALITY

demanding that every element of �

� hasa correspondent in �

� . (Cf. also Kager1999, 205.)
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(3.4) DEP-IO
Output segmentsmust have input correspondents.– `Noepenthesis'

The opposite option, dropping one of the two adjacent vowels, exists also.
In languageslike Modern Greek, the con�ict between (3.2) ONSET and faith-
fulness is resolved in this way: /kanona-es/ (`rules') is realized as [kanones]. 4

Hence,we have another violable faithfulness constraint – an instance of MAXI-
MALITY:

(3.5) MAX-IO
Input segmentsmust have output correspondents.– `Nodeletion'

With all three relevant constraints in place,we canhavea look at the tableau
for (3.3) in Axininca Campa:

(3.6)
(i) Input: /no-N-koma-i/ ONSET DEP-IO MAX-IO
a. + [no � .ko.ma.ti] *
b. [no � .ko.ma] *!
c. [no � .ko.ma.i] *!

The factorial typology of the three constraints (3.2), (3.4) and (3.5) leaves
open a third option: 5 ranking both faithfulness constraints above the marked-
nessconstraints. The result are onset-less(but faithful) output structures as
they exist in many languages,including English.

This typology tells us a lot about the candidate generation function Gen.
Sinceit is universal (by assumption), it must produce candidateswith epenthe-
sesand deletions in all languages. In the outcome, the freedom of generating
in�nitely many candidatesundergoesthe �lter of constraint interaction, which
limits the number of grammatical sentencesfor a particular given language.

3.2.3 Syntactic variation across languages
– the case of expletive and null elements

Expletive elements

Now turning to syntax, the types of cross-linguistic variation one can observe
motivate the assumptionof a similarly liberal Genfunction on the level of words

4Thanks to Ef� Georgalafor help with the Greekdata.
5There are six possiblerankings of the three constraints, but the relative ranking of the two

highest-ranking constraints never plays a crucial role.
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as on the level of phonological segments. The cross-linguistic differences be-
tween the surface strings of winning candidates are very basic ones and were
already discussedin the earliest work on OT syntax (cf. Grimshaw 1997): for
syntactic reasons,somelanguagesrequire the use of expletive elementswhere
other languagesdo not (cf. the expletive do in English (3.7a), vs. the German
example (3.7b)).

(3.7) Expletivedo in English

a. Who did John see

b. Wen
whom

sah
saw

John
J.

According to the methodological principle of OT (3.1) discussed in
sec. 3.2.1, this contrast should be explained as an effect of constraint inter-
action; i.e., the structures of both sentenceshave to be competitors in the same
candidate set. The candidate winning in English is a casewhere the surface
string contains some additional element not present in the underlying input.
So, quite similarly as in OT phonolgy, faithfulness to the input has to be a vi-
olable constraint in OT syntax. In English, it is outranked by some structural
markednessconstraint, thus giving rise to an unfaithful winner. The faithful-
ness constraint at stake here is input-output dependence: DEP-IO – we can
assumeexactly the sameconstraint as in phonology (3.4), interpreting words
as the relevant output segments for syntax and semantic predicates as their
input correspondents.

Note that one might also try to argue for the expletive status of did based
only on a single language like English: one could point out the difference be-
tween minimal pairs of inverted and non-inverted clausal structures (John saw
her vs.Whodid Johnsee), which suggestthat the latter casecontainsan instance
of overt material not present in the underlying form. However, this evidence
would not exclude the possibility that the underlying form of questions con-
tains some additional element that is being rendered faithfully in the English
question. And if all languagesbehaved like English, Genshould not generate
any choice for the questions. However, if one �nds a cross-linguistic difference
(as in (3.7) above), one can be sure that according to the OT assumptions,Gen
has to provide both options.

Strictly speaking,the hypothesisof an underlying question-marking element
cannot be excluded when other languageslike German are taken into account
that do not display this element overtly, since theseother languagescould rely
on deletion, violating MAX-IO (3.5). The underlying form is not directly ob-
servable, but it rather models some semantic concept of content. However,
for this concept of content we do not have any theory-independent intuition
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about what might count asa segment. So, in a senseit is an arbitrary decision
whether English is unfaithful – violating DEP-IO – or German is unfaithful – vi-
olating MAX-IO. (Recall that a similar choicewas discussedfor the “polarity” of
the IDENT-IO constraint in sec.2.2.3.) The latter choice would however result
in a rather unorthodox theory, so we can savelykeep to the former option.

(3.8) is a tableau showing that (3.7a) does actually arise as the winner of
optimization in English, according to the analysisof (Grimshaw 1997).6

(3.8) Optimization with unfaithful winner

Input:

�

read( ��� � ), �

� Mary, �

� what

�

O
P-

S
P

E
C

N
O

-L
E

X
-M

V
T

O
B
-H

D

D
E

P-
IO

(F
U

LL
-I

N
T
)

S
TA

Y

a. [ 
	 Mary readswhat] *!
b. [ �

	 what e [ 
 	 Mary readst]] *! *
c. [ �

	 what reads � [ 
	 Mary e � t]] *! **
d. + [ �

	 what does � [ �	 Mary e � [ 
 	 read t]]] * **
e. [ �

	 what e [ �	 Mary does [ 
 	 read t]]] *! * *

The constraints OP-SPEC, OB-HD and STAY have already been introduced
in sec. 2.1 above. NO-LEX-MVT (3.9) is an additional markednessconstraint
Grimshaw assumes:

(3.9) NO LEXICAL HEAD MOVEMENT (NO-LEX-MVT)
A lexical head cannot move.

In Grimshaw'sterminology the DEP-IO faithfulness constraint is called FULL

INTERPRETATION (FULL-INT) . As (3.8) shows, the fact that NO-LEX-MVT out-
ranks DEP-IO causescandidate d. to win over c. Under a ranking in which both
OB-HD and DEP-IO dominate NO-LEX-MVT, candidate c. would be the most
harmonic, i.e., we would have a languagewith inversion of the main verb.

Another well-known examplefor an expletive element is the English it �lling
the structural subject position in (3.10a) (cf. Grimshaw and Samek-Lodovici
1998, sec.4). Semantically, the verb seemtakes just a proposition (realized as
the that-clause) as an argument. Comparison with Italian (3.10b) shows that
again, this type of expletive doesnot occur universally, so in English we have a
DEP-IO violation.

6Grimshaw assumesthat auxiliaries are always inserted in I

�

, thus there is no candidate
what doesMary read without an intermediate IP projection.

34

3.2 Faithfulnessviolations in phonologyand syntax

(3.10) Expletivepronoun in English

a. It seemsthat John has left

b. Sembra
seems

che
that

Gianni
G.

è
is

andato
gone

(3.12) and (3.13) show the tableaux deriving this effect in English and
Italian, according to the analysis by Grimshaw and Samek-Lodovici (1998)
and Samek-Lodovici (1996). SUBJECT (3.11) is the relevant markednesscon-
straint.7

(3.11) SUBJECT

The highest A-speci�er in an extended projection must be �lled.

(3.12)

Input:

�

seem( �), �

�

�

leave( �), �

� John

� �

S
U

B
JE

C
T

D
E

P-
IO

(F
U

LL
-I

N
T
)

a. seems[ that . . . ] *!
b. + it seems[ that . . . ] *

(3.13)

Input:

�

sembra( �), �

�

�

andare( �), �

� Gianni

� �

D
E

P-
IO

(F
U

LL
-I

N
T
)

S
U

B
JE

C
T

a. + sembra[ che . . . ] *
b. expl sembra[ che . . . ] *!

Null elements

If we look at Italian exampleswith verbs that clearly take a semanticargument
like cantare`sing',we have an example of the opposite type of faithfulness vio-
lation, a MAX-IO violation: In Pro-droplanguages,there is no overt correspon-
dent for the subject pronoun referring to a topical entity (cf. Grimshaw and
Samek-Lodovici1998, sec.3). English (3.14a) contains an overt subject pro-
noun, Italian (3.14b) does not. This demonstrates that it is possible to leave
some input material unrealized to satisfy some high-ranking Markednesscon-
straint.

7The “highest A-speci�er” refers to the speci�er-to-IP position.
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(3.14) Droppedpronominal in Italian

a. He hassung

b. _ ha
has

cantato
sung

Grimshaw and Samek-Lodovici'sanalysisderiving theseresults relies on the
additional constraint (3.15) DROPTOPIC, which favours the pro-drop option,
provided the element in the previous coreferent with the dropped subject pro-
noun is already the topic.

(3.15) DROPTOPIC (Grimshaw and Samek-Lodovici1998, 194)
Leave arguments coreferent with the topic structurally unrealized.
Failed by overt constituents which are coreferential with the topic.

English (3.16) and Italian (3.17) differ in the relative ranking of DROPTOPIC

and MAX-IO (called PARSE in Grimshaw and Samek-Lodovici'sterminology). In
sec.5.3.2, I will come back to this analysis discussingthe status of the DROP-
TOPIC constraint.

(3.16)

Input:

�

sing( �), �

� topic, �

� he

�

M
A

X
-I

O
(P

A
R

S
E
)

D
R

O
P
T

O
P

IC

S
U

B
JE

C
T

D
E

P-
IO

(F
U

LL
-I

N
T
)

a. hassung *! *
b. + he hassung *

(3.17)

Input:

�

cantare( �), �

� topic, �

� lui

�

D
R

O
P
T

O
P

IC

M
A

X
-I

O
(P

A
R

S
E
)

D
E

P-
IO

(F
U

LL
-I

N
T
)

S
U

B
JE

C
T

a. + ha cantato * *
b. lui ha cantato *!

3.2.4 Consequences for Gen

As already stated in sec.3.2.1, identifying something as an effect of constraint
interaction implies that the other component of an OT system,Gen, hasto leave
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open all options for this effect. Assuming faithfulness as a violable constraint
meansthat candidate generation hasto be insensitive to the preservation of the
input information in the surfacestring.

Assuming a predicate-argument structure with additional tense and aspect
information as in (3.18) as input (cf. Grimshaw 1997, 375), we are thus faced
with all items in (3.19) as possiblecandidates, most of them violating DEP-IO
or MAX-IO or both (violating MAX-IO twice will for instance lead to a phono-
logically empty candidate: (3.19f)).

(3.18) Input: laugh( �), �

� Ann, TENSE = PAST

(3.19) a. Ann laughed

b. Ann did laugh

c. it laughed Ann

d. laughed

e. Ann

f.

g. she laughed

h. shedid

i. Ann yawned

j. John yawned

k. Ann saw him, etc.

With an appropriate number of MAX-IO violations (precluding the underly-
ing input form to appear overtly) and DEP-IO violations (introducing material
that normally denotessomething else) we can arrive at every conceivableword
string, no matter what the input is. At �rst sight, such an OT system clearly
seemscomputationally intractable due to an incontrollable candidate space.
But as I argue in the following chapters, the LFG-basedconception of OT syn-
tax (chapter 4) provides a natural framework for modelling the intuitions about
faithfulness violations addressedin this and the previous section in a way that
allows one to structure the candidate spaceadequately for computational pro-
cessing(chapter 6).

3.3 Learning and the character of the input

3.3.1 Learning in OT

Asmentioned in the introduction chapter 1, it is one of the outstanding features
of the Optimality-theoretic approach that it is intimately coupled with a formal
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theory of language learning. This means that not only can predictions for a
single language be tested empirically – basedon a formal speci�cation of Gen,
the constraints and the language-speci�c ranking. But moreover, the validity
of a set of constraints can be determined empirically by using a learning algo-
rithm on corpora of language data. For typologically different languages, the
algorithm should arrive at different rankings over the constraint set provided
as input.

Two approachesto the learning problem have to be mentioned: the original
Constraint demotionalgorithm of (Tesar1995; Tesarand Smolensky1998), and
the Gradual learning algorithm of (Boersma1998; Boersmaand Hayes2001).

Constraint demotion

The Constraint demotion algorithm (Tesar 1995; Tesar and Smolensky 1998)8

should be seenasan idealized and abstractalgorithm whosemain purposeis to
show that a formal OT systemis indeed learnable. Besidesthe setof constraints
and the Genfunction, the algorithm requires language data which contain an
explicit speci�cation of the underlying (input) form.

Initially , all the constraints are assumedto be unranked with respectto each
other. The algorithm proceedsby making the relative ranking of two or more
constraints explicit on encountering evidence that is not consistent with the
ranking built up so far, i.e., in casethe current system makes an error. What
is important to note is that only positive evidence is needed for getting the
ranking correct. This is possiblesince it follows from the OT assumptionsthat
knowing the winning candidate in a competition implies that all other possible
realizations of the input are ungrammatical. So the ranking has to exclude
all candidates but the winner. Since the constraints and Genare known, the
constraint marking (the number of stars in the tableau cells) of all candidates
in a given competition are known. Now, the target ranking has to be such
that for each losing candidate, the winner is more harmonic. So, we have to
consider winner-loser pairs as in the schematicillustration in (3.20).

8See(Kager 1999, ch. 7) for a more thorough introduction.

38

3.3 Learningand the characterof the input

(3.20) Schematicillustration of winner-marks and loser-marks

Candidates Constraint marking
target winner *

�
�

*

�
�

*

�

�

*

�

�

target loser *

�
�

*

�

�

*

�

�

*

�

�

*
�

�

constraints

�
�

,

�

�

: irrelevant (same number of violations)
constraint

�
�

: winner-mark
constraints

�

�

,

�

�

: loser-marks

The relevant constraints are those in which the winner and the loser differ:
we can distinguish winner-marks (for constraints that the winner violates more
often than the loser –

�
�

in (3.20)) and loser-marks (vice versa –

�

�

and

�

�

in (3.20)). In the target ranking, at least one of the constraints with the loser-
marks (e.g.,

�

�

) has to be ranked above the highest constraint with a winner-
mark (

�
�

in the example). Elsethe winner would not be more harmonic than
the loser.

At an early point in the processof building up the ranking for a given lan-
guage, there may be many possibilities for getting some loser-mark constraint
high enough in the ranking. However, some of these possibilities will lead to
problems later on in learning. This would require a correction of decisions
made earlier. The constraint demotion algorithm avoids the need for correc-
tions by proceeding in a conservative way, at each step making the minimal
commitment required for getting the current piece of data correct. This con-
servativity results if eachof the winner-mark constraints is demotedminimally ,
i.e., just below the highest-ranking loser-mark constraint. (So, if the tempo-
rary ranking in the example was

�
�

�

�

�

�

�

�

, the constraint

�
�

would be
demoted between

�

�

and

�

�

, to give us

�

�

�

�
�

�

�

�

.)

For a given candidate set, this constraint demotionstep is performed repeat-
edly on all winner-loser pairs, until no further demotions occur. The algorithm
convergesin a stable ranking, independent of the order in which the winner-
loser pairs are considered.

Gradual learning

One idealization of the constraint demotion algorithm that is clearly unrealistic
for modelling the real learning task is the following: the algorithm is designed
to work on a perfect sampleof languagedata. A single piece of erroneousdata
(e.g., an utterance from a different languageor a slip of the tongue) may cause
a constraint demotion that is inadequate for the target ranking, but from which
the learner may not recover (an in�nite loop of demotions may follow).
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This is the main motivation for Boersma's(1998) proposal of a gradual
learning algorithm (see also Boersmaand Hayes2001), which is robust in the
sensethat a small amount of noise in the training data has no negative effect
on the outcome of the learning process.9 The key idea is that on encounter-
ing a piece of data that is incompatible with the current constraint ranking, no
radical reranking is performed but just a gradual adjustment. The constraints
are ranked on a continuous scale,and whenever a harmony evaluation is per-
formed, a small amount of noise is added in determining the actual rank. On
encountering a ranking error, the basevalue for all constraints with a deviating
violation count on the winning candidate is adjusted by a small increment. If
the observedranking error originated from noise in the data, its effect is soon
neutralized by other evidence. If on the other hand, the pieceof data revealeda
real problem in the ranking, additional evidenceto the sameeffect re-enforces
the tendency. This strategy ensuresthat only effectswith a suf�ciently high fre-
quency in the training data do actually alter the constraint ranking effectively.

The gradual learning approach requires a revision in the conception of the
constraint ranking and constraint evaluation: under the standard discreterank-
ing of constraints, a gradual adjustment of the relative ranking of constraints
is not possible. Boersmaassumesthe constraints to be ranked on a continuous
scale. Furthermore, constraint evaluation is stochastic, i.e., some limited ran-
dom noise (with a normal distribution) is added when the effective ranking –
the disharmony– of the constraints is determined. So, eachevaluation is based
on a slightly different effective constraint ranking. This ensuresthat the con-
straints maintain a safetymargin in their ranking difference and the systemcan
stabilize.

When an error arises in learning (i.e., a piece of data is not predicted to
be the winner under the learner's current ranking), the constraint ranking is
not altered according to the minimal demotion regime as discussedabove,but
rather according to a maximal promotion/demotion regime. This means that
all winner-marks are demoted on the continuous scale by a small increment
and all loser-marksare promoted slightly.

For all those relative constraint rankings that are re�ected with a suf�cient
frequency in the data, the gradual learning algorithm will also separate the
constraints on the scalesuf�ciently for the random noise to be ineffective. So,
despite the stochasticarchitecture, a categorical behaviour arisesfor thosecon-
straints. However, for phenomena that show variation in the data, the con-
straints will stay within the span of the random noise. For those phenomena,
the effect of the gradual learning is that the frequencies observed in the data
are being remodelled in the constraint ranking. So the probability distribution
of the data generated by the OT systemre�ects the probability distribution in

9For a critical assessmentof the gradual learning algorithm, see(Keller and Asudeh2001).
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the observeddata. This makes the stochastic OT approach very attractive for
modelling optionality 10 (Asudeh 1999) and frequency effects.

3.3.2 Criteria for learnability – implications for the input

Both learning algorithms sketchedin the previous subsectionare error-driven,
i.e., it is crucial that the learner recognize the need for an adjustment in her
constraint ranking. This need arises when for a given input, the winner pre-
dicted according to the learner's current constraint ranking differs from the
actually observedwinner. Almost trivially , this situation can only be recognized
when the input for the observedwinner is known.

In the idealization addressedabove, one assumesthat the input is given
in the training data, along with the output form. However, realistically, the
learner has to infer the underlying input form from the observed output and
the general context of utterance.11 If basedonly on the linguistic output form,
this inference is non-trivial, since the input-output mapping may be highly am-
biguous (most notably due to the possibility of faithfulness violations). 12 Still,
human learners do not seemto have problems with this inference. Presumably
this is due to the predominant role played by the general context of utterance.
If this conjecture holds true, languagelearning is only possibleoncethe general
cognitive abilities put the child in a position to understandthe content of the
utterance from which it learns – or at least relevant aspectsof the content.

Note that here, one has to distinguish the learning situation from normal
language use. For normal language comprehension, of courseno independent
inference of the content of an utterance is needed(else verbal communication
would be redundant). A hearer may have the linguistic utterance as the only
information, so shehas to rely on the predictions of the current state of her OT

10For discussionof optionality in standard OT, see(Müller 1999; Schmid 2001).
11Note that assumingthe input to be explicitly representedin the candidate structures, even

if deletions occurred (as ensuredby the original containmentcondition of Princeand Smolensky
1993), doesnot changethe situation, sincethe learner will only haveaccessto the surfaceform
of the candidate representations.

12A deep investigation of the task would have to take the bidirectional optimization archi-
tecture to be discussedin sec. 5.3 into account. This would make it even clearer that error-
driven learning can work only if there is an independent way of judging whether the under-
lying interpretation predicted by the current OT system is correct (i.e., it corresponds to the
messagethat the speaker intended to convey). Tesar and Smolensky (1998) assumethe de-
vice of robust interpretive parsing to determine the underlying form (which we might view asa
comprehension-based– or interpretive – optimization basedon the strong bidirectionality ac-
count to be discussedin sec.5.3). However, the assumptionof sucha devicedoesnot make the
needfor restriction (3.21) below redundant. It only provides a characterization of the inference
process.

41



Someobservationsabout OT syntax

system. However, in this mode an error cannot be detected, so learning steps
are impossible.

As these considerations about the prerequisites for learning suggest, the
idealization of providing both input and output in the training data is not so
far off.13 The child's understanding of the learning situation provides enough
independent information to make the task of input reconstruction from the
output feasible. However, if this reasoning is right, certain restrictions follow
for the character of the input we may assumefor an OT system.14

(3.21) Restriction on the characterof the input
All aspectsof the OT input must be such that they can be in principle
inferred from the general context of utterance.

A simple way of satisfying this restriction for OT syntax is to follow stan-
dard assumptionsand work with an input that consistsof the truth-conditional
semantics of the utterance. But (3.21) is also compatible with a more �nely
structured input including further “pragmatic” clues,suchasinformation struc-
tural status etc.

Note that it is not stated that for an arbitrary utterance, it must be possible
to effectively infer all aspectsof the input. The restriction is much weaker,
demanding that the input information has to be of a character that can at least
be inferred from the context under favourable circumstances. For instance,
it sanctions the inclusion of speakers' intentions in the input, which are not
normally clear in a conversation, but which may be deducible in a particular
situation. A constraint relying on such input information may be dif�cult to
learn, but it is neverthelesspossibleif a suf�cient amount of “training material”
– utterancesin certain conversational contexts– are available. (And if we think
of irony or sarcasm,which one might want to treat as very intricate forms of
faithfulness violations, it is hard to imagine how one can learn to assessthem
without ever having seena rather obvious caseof them.)

Since the restriction (3.21) is formulated so weak, it may appear almost
ineffective; however it doesexclude the assumptionof a highly abstract concept
of input with no connection to the utterance situation at all. Such a concept of
input has been proposed to deal with the phenomenon of language-particular

13Seealso (Kager 1999, sec.7.5.3) for a discussionof learning without given inputs.
14I would postulate this restriction not only for OT syntax, but also for the inputs in OT

phonology. The assumption of input-level distinctions that get neutralized in the output is
only justi�ed when the learner can exploit independent evidence for this – for instance from
a morphologically related form not displaying the neutralization effect. (For example, the [t]
in the Axininca Campa example (3.3) [no � .ko.ma.ti] can only be identi�ed as epenthetical if
the learner realizes that (i) [no � .ko.ma.ti] is future tense, (ii) in the general casethe future
morpheme /-i/ appearswithout the t, and (iii) the t is not part of the verb stem.)
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ineffability (Legendre, Smolensky, and Wilson 1998), discussedbrie�y in the
following section.

3.3.3 Language-Particular Ineffability

One of the puzzles for the Optimality-theoretic approach is how to account
for facts where in a particular language, there is no grammatical way of stat-
ing a certain stateof affairs, while this is perfectly possiblein another language.
This phenomenon is called language-particular ineffability . The standard exam-
ple are multiple wh-questionsin Italian (although they are often just discussed
in the abstract). The English question (3.22), transferred literally into Italian
yields an ungrammatical sentence: (3.23); and there is no other grammatical
way of expressingthis thought.15

(3.22) Who ate what?

(3.23) (Zeevat 2000, (2))

* Chi
who

ha
has

mangiato
eaten

che cosa?
what

The phenomenon constitutes a well-known problem for the Optimality-
theoretic approach: optimization is de�ned in such a way that there is at least
one winning candidate for every competition. Assuming furthermore that all
competitions are universal (apart from the aspectwhich candidate wins), the
grammaticality difference between English and Italian is unexpected. For the
competition that (3.22) is the winner of in English (with the input in (3.24)),
there should be somewinner for Italian too.

(3.24)

�

eat( �
�

� ), �

� who, �

� what

�

Legendre,Smolensky, and Wilson (1998) propose a solution to this puzzle:
they assumea highly abstract input, which they call Index in order to circum-
vent potential derivational connotations. The only purpose of this Index is to
de�ne candidate setsfor optimization; it is unrelated to anything playing a role
in a particular application of the grammar in language production. To make
this clear Legendreet al. (1998) argue for an inventory view of the OT gram-
mar. The most important consequenceof this abstract view of the input/Index
is that the part of the candidate structures that �xes their interpretation (the

15At least in a single clause.
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logical form/LF) can be affected by faithfulness violations. Sothe candidatesin
a competition need no longer have the sameinterpretation.

This set-up opensup the possibility of a neutralization account for the inef-
fability data: both in Italian and in English, we have two competitions with the
following two inputs/Indices:

(3.25) a.

�

Q � Q � eat( �

�

�

�

� )

�

b.

�

Q � eat( �

�

�

� ), �

� something ( INDEFINITE)

�

(3.25a) is the interpretation for the multiple wh-question as in (3.24) (with
explicitly marked scope, using Q-operators which bind variables in the argu-
ment positions). (3.25b) is the interpretation of a different question, with just
a single wh-operator asking for the subject, while the object is inde�nite.

In English, the two competitions have different winners: (3.22) for (3.25a)
and (3.26) for (3.25b).

(3.22) Who ate what?

(3.26) Who ate anything?

In Italian, neutralization occurs, and we get the samecandidate – presum-
ably something like (3.27) – as the winner in both competitions.16

(3.27) Chi
who

ha
has

mangiato
eaten

qualche cosa?
anything

This is becausein Italian, a markednessconstraint that is violated by multiple
wh-questions (* ABSORB, according to Legendre et al. 1998) is ranked higher
than faithfulness to the input/Index LF. As the relevant faithfulness constraint
Legendreet al. (1998) assumea constraint PARSE(wh), which would be IDENT-
IO(wh) in the terminology adopted in the dissertation. So the con�ict that
English resolvesat the cost of violating * ABSORB is resolved in Italian at the

16For the detailed discussionof their approach Legendreet al. (1998) useChineseexamples
– I am simplifying their discussionhere, �lling in examplesfor the discussionof Italian. Roberta
d'Alessandro(p.c.) points out that a more natural way of expressingthe existentially quanti�ed
object with eat in Italian would exploy an understood object:

(i) Chi ha mangiato?

The argumentation would go through with this form as the neutralization target too, but
I wanted to avoid adding MAX-IO violations as additional faithfulness effects to the present
discussion.
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cost of a winner whose LF is unfaithful to the input/Index LF.17 Note that the
con�ict doesnot arise for the simple wh-question input (3.25b), sincehaving a
single question operator doesnot violate any relevant markednessconstraints.

The competition for (3.25a) is sketched in tableau (3.28). Candidate a.
usesabsorption to make sure that the two question operators are interpreted
correctly; candidate b. usesadjunction for the samepurpose; candidate c. un-
faithfully drops the wh-character of the object argument to avoid the problem.
In English, candidate a. wins. With IDENT-IO(wh) ranked lowest, candidate c.,
which has a meaning that is different from the input, becomesthe winner (as
in Italian). Note that c. hasa different meaning than the input.

(3.28)

Input:

�

Q � Q � eat( �

�

�

�

� )

�

*A
D

JO
IN

ID
E

N
T-

IO
(w

h)

*A
B

S
O

R
B

a. + who �

�

�

� t � ate what �

�

� *
b. who � what � t � ate t � *!
c. who � t � ate anything *!

For comparison, here is the corresponding part of a tableau for the alterna-
tive input (3.25b), in which the constraints focusedon here take no effect:

(3.29)

Input:

�

Q � eat( �

�

�

�), �

� something ( INDEFINITE)

�

*A
D

JO
IN

ID
E

N
T-

IO
(w

h)

*A
B

S
O

R
B

a. + who � t � ate anything

One should bear in mind that these results have to be regarded under the
inventory view of optimization. This means it is inappropriate to think of in-
effability in the following naive way: when Italian speakershave in mind a
messagelike (3.25a), they will try to produce an utterance; but due to the way
the constraints are ranked Italian speakersare bound to fail conveying the mes-
sage, so they will say something else instead. The input/Index has no status

17Another option of resolving the con�ict is by fronting both wh-words, as Bulgarian does,
but this violates another markednessconstraint * ADJOIN, which alsodominates the faithfulness
constraint in Italian.
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in actual language use, it merely de�nes the inventory of linguistic structures
available in a language. Multiple wh-questions are not available in Italian, so
speakerswill not try to use them.

3.3.4 The problem for learnability

The abstract view of the input/Index assumedby Legendreet al. (1998) works
�ne for an adult OT system with the constraint ranking �xed – and it works
also for the idealized learning task, in which the training data include an ex-
plicit indication of the input/Index. As discussedin sec.3.3.2, this idealization
is arguably even justi�ed as a model for real language learning as long as the
input keepsthe semantic content �xed acrossall candidates. Assuming the se-
mantic input representation to be known in learning allows one to factorize out
all kinds of general cognitive abilities involved in language learning, without
making any unjusti�ed idealizations: at least in favourable contexts the seman-
tic input will be effectively deducible, which suf�ces to guarantee learnability
over time.

However, for the abstract input/Index approach, it is a totally unnatural
assumption that information about the input/Index is context-deducible for the
learner: By assumption there is no connection between the utterance situation
and the input/Index LF (as opposedto the candidate's LF, which is potentially
unfaithful to the input/Index LF). In other words, when the neutralized Italian
who ate anything (3.27) is uttered by an adult, the learner cannot tell whether
it is the winner of a competition (3.28) or (3.29) – competitions are abstract
and determine only the inventory.

But then there is no way of learning a language with a low-ranking LF-
sensitive faithfulness constraint.18 At the beginning, IDENT-IO(wh) has the
sameranking level as the markednessconstraints * ADJOIN and * ABSORB (they
are all in the sameconstraint stratum). Then the learner will always hear neu-
tralized data (since no others are in the adults' inventory). What should cause
the learner to assumethe more complicated competition (3.28) rather than
(3.29)? Note that only the former would trigger the demotion of IDENT-IO(wh)
required for adult Italian.

Even if there were someway of enforcing this move, it is not clear whether
the option of assuming low-ranking LF-faithfulness is suf�ciently constrained.
Is there anything that would keep learners from re-interpreting a piece of evi-
dencefor which their current ranking predicts wrong results under the assump-
tion of an LF-faithful winner? At least, the complexity added by the possibility

18If one could assumeexplicit negative evidencein learning, the situation would be different
of course. But it is one of the basic tenets of the OT learning theory to assumeonly positive
evidence.
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of assumingan LF-unfaithful winner is enormous. Essentially, any semantically
relevant feature of the training data evidencecan be reconstructed asrendered
unfaithfully , leading to a great numbers of possible abstract competitions. So
it is highly likely that some of the learner's errors that should trigger learning
stepsinvolving markednessconstraints (according to the error-driven scheme),
will be incorrectly attributed to LF-unfaithfulness.

Learning is only a side issuein this dissertation, but I take the concernsdis-
cussedhere as a further basis for enforcing the restriction on the character of
the input (3.21) introduced in sec.3.3.2. The interpretation of the candidates
has to be �xed by the input/Index. This excludes the derivation of language-
particular ineffability proposed by Legendre et al. (1998), but as will be dis-
cussedin sec.5.3.1 and sec.5.3.4, the assumptionof bidirectional optimization
provides the basisfor a different explanation that avoids the learnability prob-
lems discussedhere.19

3.3.5 The non-derivational view of the input-output
connection

At this point, I should note that while for learnability reasons I do not fol-
low Legendre et al. (1998) in the assumption of LF-unfaithful candidates,
the insistence on an inventory view of optimization is very helpful – espe-
cially for derivational syntactic theories embedded in OT. (For inherently non-
derivational approacheslike Optimality-theoretic Lexical-Functional Grammar,
OT-LFG,the danger of getting caught in a misleading thinking is much smaller
for this matter.)

In a (Chomskyan) derivational account of syntax, eachcandidate analysisis
a derivation, starting out from a d-structure representation and resulting in a
phonetic form (PF) and a logical form (LF) – known as the Y-model (3.30). 20

(3.30) TheChomskyanY-modelfor syntax

d-structure

�
�

PF � � LF

19Comparealso (Smolensky 1998; Lee2001; Morimoto 2000).
20Seefor instance (Chomsky 1995, ch. 1; Haegeman1994).
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On a technical level, this seems to suggest a suitable parallel with OT
phonology: generative phonology is also basedon a derivational processfrom
an underlying, “deep” structure to a surface form that is realized phonetically
(3.31). This permits a straightforward visualization of candidate generation in
OT as a parallel derivation following all possiblepaths simultaneously (3.32),
and then picking the most harmonic candidate as the actual output. (The
derivation of all candidates can of course only be meant metaphorically, since
there may be in�nitely many of them. Hence, even here an inventory perspec-
tive is more realistic.)

(3.31) Thegenerativemodelof phonology

underlying form

�
�

surfaceform

(3.32) Candidategenerationin OT phonology

underlying form
= OT input

�

� � � � � . . .

Treating the syntactic Y-model in parallel with the phonological model, gives
us the following conception of syntactic OT:

(3.33) Simplemodelof candidategenerationwith the syntacticY-model

d-structure “input”

�

� � � � � . . .

� � � � � � � � � �

PF� LF� PF� LF� PF � LF � PF � LF � PF � LF �

However, this parallel missesan important conceptualdifference: in phonol-
ogy, the underlying form is indeed the interface to the conceptual level – by as-
sumption, the underlying forms are what is stored in the mental lexicon along
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with the semanticand morphosyntactic information for the entry. Thus, we can
envisagelanguageproduction asa processinvolving the selection of somelexi-
con entry for which the stored phoneme string is retrieved and a phonological
optimization is performed. Whether or not one adopts an inventory view or
a particular input view does not have any important implications for the can-
didate set and for the learning situation. The learner will detect errors based
on independently inferred underlying forms (e.g., assuminguniformity of stem
forms acrossa morphological paradigm21).

The status of d-structure is technicallyclosely related – it is the only “input”
to the derivational processof syntax. However, contrary to what holds in the
generativeprocessof phonology, d-structure is not the sole interface to the con-
ceptual parts of the cognitive system.The logical form/LF plays as important a
role, �xing the scopeof quanti�ers etc. So modelling the OT input (the Index
de�ning candidate sets) asonly comprising the “input” of syntactic derivations
(i.e. d-structure, or a numeration, that is an unstructured bag of lexical items)
leads to unnatural results – at least when OT is viewed as more than just a
technical device without any intuitive connection to the learning problem. For
instance, LF� in (3.33) may have an interpretation different from LF� (see e.g.,
Sternefeld 1997).

The obvious solution is to extend the OT input to alsocomprise the LF infor-
mation. For technical reasons,this is not compatible with a literally derivational
OT model: the LF information for a candidate is not available until its deriva-
tion is �nished. 22 Thus, it is impossible to keep up the derivational character of
both the OT competition with its candidate-set-de�ning input and the individ-

21Comparefootnote 2 on page31 and footnote 14 on page42.
22This fact leads to a terminological con�ict, which other researchersresolve in a different

way. Heck et al. (2000) make a similar observation as the one just reported and come to the
following conclusion: candidate set speci�cation in syntax cannot be performed by the input
(in the senseof starting point of derivational syntacticanalyses) exclusively – someindependent
criterion is needed. This independent criterion (which they do not investigate any further) is
what I continue to call input/Index in this dissertation (with the sole function of specifying the
candidate set).

An independent issue discussedin (Heck et al. 2000) is the question to what extent the
input has to be referred to when checking faithfulness constraints. With the rich representa-
tions assumedfor syntactic candidates, they conclude that separatebookkeeping of the input
is redundant in syntax. (This fact follows quite naturally if candidates are made precise in a
formal framework, like in the OT-LFGaccount of (Bresnan 1996; Bresnan2000; Kuhn 2001a),
which I will introduce in chapter 4; the redundanceof separateinput-bookkeeping is addressed
speci�cally in sec.4.6.2, on page114.)

The general conclusion drawn by Heck et al. (2000) – that in OT syntax, no input is required
at all – should be seenagainst their speci�c terminological background. Certainly, candidate
set speci�cation on the basis of some partial linguistic information is needed throughout all
OT approaches in phonology or syntax. However, the straightforward derivational view of
candidate set speci�cation is unproblematic for phonology, but incompatible with syntactic
candidate analysesbasedon a standard derivational approach.
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ual candidate analyseswith the input d-structure. Legendreet al. (1998) give
up the derivational view of OT candidate set generation from an input. Their
abstract Index with its inventory-de�ning characterappliesat two points during
the candidate derivation, as suggestedby the sketch in (3.34): The speci�ca-
tion of the Index consistsof a d-structure with target positions for the operators
(cf. (3.25) above), thus both the candidates' d-structure and their LF are �xed
(subject to faithfulness violations). For the individual candidate analyses,Leg-
endre et al. (1998) do still assumea derivational character; one may think of
the Index asa �lter on candidate derivations.

(3.34) Candidatesin OTsyntaxaccordingto the inventory viewof Legendreet al.
(1998)

d-str.� d-str.� d-str. � d-str. � d-str. �

� � � � �

� � � � � . . . Index

� � � � � � � � � �

PF� LF� PF� LF� PF � LF � PF � LF � PF � LF �

An alternative solution to the problem is to assumestatic, non-derivational
candidate representations. In principle, this could be realized by a rede�nition
of the Chomskyan framework: the chain representations standardly assumed
for movementsjust have to be governed by strictly declarative principles. Then
all structural levels will come into existencesimultaneously, satisfying the well-
formednessprinciples. This intuition seemsto be underlying in much OT syntax
work, although the derivational metaphor of movement tends to thwart intu-
itions occasionally. This is one of the motivations for assuming a strictly non-
derivational basisfor OT syntax as �rst proposed by Bresnan(1996, 2000) for
the formalism of Lexical-Functional Grammar. This framework is also adopted
in this dissertation (cf. the formalization in chapter 4).

The advantage of assuming non-derivational candidate representations is
that the relation between the candidate-set-de�ning Index (or OT input) and
the individual candidate analyses is conceptually simpler than in the model
sketched in (3.34). The input/Index can be viewed as a formal object of the
sametype as the analyses(with the possibility that the input/Index is speci�ed
only partially). Faithfulness constraints and potential restrictions on the can-
didate generation function Gencan then be de�ned as an abstract relation be-
tween two formal objectsof this type: what arisescan be sketchedasin (3.35),
assumingthat the dots represent formal objectscomprising all structural levels
relevant for a particular range of phenomena.
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(3.35) Strictly non-derivational view of candidategeneration(for OT phonology
or syntax)

OT input/Index

�

� � � � � . . .
cand� cand� cand � cand � cand �

Although this conception is radically different from a simple derivational
OT model (as sketchedfor phonology in (3.32)), it is isomorphic in its general
structure. So the inventory view of OT competition, basedon non-derivational
candidate analysesemergesas a simple, but general framework adequate for
all application areasof OT.

For this architecture, the term “input” might still be misleading if under-
stood literally. However, �rstly the terminological con�ict with the candidate-
level derivations of (3.34), which have their own inputs, has been eliminated;
secondly, a metaphorical terminology suggesting abstract processesis rather
customary for formal systemswith a strictly declarative formulation (compare
for instanceautomata theory). Therefore, I will continue to usethe term input,
even though the view of OT competition I adopt comescloser to the inventory
view that Legendreet al. (1998) describe.

3.4 Summary

In this chapter, I identi�ed some of the empirically relevant aspectsof the OT
system that a formalization must pinpoint and which furthermore have to be
addressedin a computational implementation of an OT system. Sec.3.1 pro-
vided a brief discussionof the problems of �nding independent motivation for
syntactic OT constraints – a circumstance, which can be viewed as motivation
for doing foundational work on the formal and computational properties of
syntactic OT systems.In sec.3.2, differences acrossthe languagesof the world
were investigated under one particular aspect: is there a difference in the prac-
tice of inserting semantically empty, i.e. epenthetical, material on the one hand,
and in the overt realization of underlying material? As is well-known the an-
swer is positive. This has consequencesfor the formal setup of OT syntax, in
particular for the candidate spaceto be generatedby the function Gen– assum-
ing on takes the methodological principle seriously that one should try to ex-
plain all cross-linguistic differences through constraint interaction. In sec.3.3,
the basic assumptionsof the OT learning theory were introduced, motivating
a restriction on the character of the input. To ensure learnability it must be
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possiblein principle to infer all aspectsof the input from the utterance context.
This excludesthe assumption of LF-unfaithful candidatesbasedon an abstract
input. Furthermore, it was observed that a non-derivational formalization of
an OT systemhas conceptual advantagesand will therefore adopted in the re-
mainder of this dissertation.
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Chapter 4

The formalization of OT syntax in
the LFG framework

In sec.3.3.5, the conceptualadvantagesof a non-derivational framework for OT
syntax (and OT systemsin general) were discussed.A strictly non-derivational
framework for OT syntaxon a formally rigid basiswas�rst proposedby Bresnan
(1996, 1999, 2000). In her (Bresnan 2000, sec. 2), she presents a relatively
closereconstruction of Grimshaw's(1997) OT systemwith the formal meansof
LFG,providing further arguments for the non-derivational approach.

In this chapter, I introduce an LFG-based formalization along Bresnan's
lines, discussing choices in the exact speci�cation against the background of
the general empirical and learning issuesof chapter 3.

There may be various reasonsfor adopting the LFGformalism as the basis
for an OT account of syntax, including for instance the fact that a lot of ty-
pological researchhas been conducted in the LFGframework. For the present
purposes,the main advantageof picking LFGas the baseformalism is however
that its formal and computational properties haveundergonethorough research
and that there are highly developed systemsfor processingthe formalism. In
fact, one might say that one goal in developing the OT-LFGmodel is to arrive
at a suf�ciently restricted formalism for OT syntax in general to allow compu-
tational processing– in much the sameway asthe design of the LFGformalism
was guided by the objective of creating a framework that is expressiveenough
for an explanatory linguistic theory, while at the sametime the processingtasks
for grammars in that formalism are computationally tractable.

It should be noted that there is a fairly rich literature on the formalization
and computational properties of OT phonology: Ellison 1994; Frank and Satta
1998; Karttunen 1998; Hammond 1997; Eisner 1997, and others. However,
the approach adopted by these researchersis basedon regular languagesand
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regular relations, which are not expressiveenough for modelling the syntactic
domain.1

4.1 Background on the LFG formalism

In this section, I present a brief review of the most important formal concepts
of Lexical-Functional Grammar. For more details the reader is referred to the
papers in (Dalrymple, Kaplan, Maxwell, and Zaenen 1995) (for aspectsof the
formalism) and to (Bresnan 2001) (for a current theory of syntax in the LFG
framework).

LFG is a non-derivational, monostratal paradigm for the representation of
grammatical knowledge, �rst de�ned in (Kaplan and Bresnan1982). The key
idea is to assumea number of different mathematical objectsfor the formal rep-
resentation of different dimensions of linguistic utterances– most centrally the
categorial dimension, representedthrough the tree-shapedc-structure, and the
functional dimension, represented through the directed graphs of f-structure.
Asa simple example, the c-structure and f-structure for the prepositional phrase
with friends is given in (4.1) 2 and (4.2).

(4.1) C-structure
PP �

P� NP �

with N�

friends

(4.2) F-structure

�

�

�

PRED OBJ

�

�

�

�

`with'
PRED NUM

� �

`friend' PLURAL

1An interesting way of generalizing the results from formal/computational OT phonology to
syntax is the generalization from regular languagesto regular tree languages,as in (Wartena
2000). However, following the thread of computational-linguistic work on LFG and related
formalism (as I do in this dissertation) hasthe advantagethat much theoretical and implemen-
tational work is already in place and can be applied with little need for adjustments.

2The categoriesare indexed in this example to suggestthat we are dealing with particular
instancesof the category types PP,P, NP, and N.
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The arcs in the f-structure graph are labelled with features (PRED, OBJ and
NUM); the atomic (i.e., leaf) f-structures are constants(`with', `friend' and PLU-
RAL). The common notation for f-structure graphs is as an attribute value ma-
trix, like in (4.3).

(4.3)

���

PRED `with'

OBJ

�

PRED `friend'
NUM PLURAL

�

���

The elementsof the different structures stand in a correspondencerelation,
in the caseof c- and f-structure a function

	

mapping c-structure categorynodes
to f-structures. This function is often called a projection. In the example,

	

maps both P� and PP � to

�

� ;

�

� is the
	

image for both N� and NP � . Note that
the function

	

need not be one-to-one, nor onto.3 Sometimes,the function

	

is
shown explicitly in the representations,using arrows:

(4.4) PP �

P� NP �

with N�

friends

���

PRED `with'

OBJ

�

PRED `friend'
NUM PLURAL

�

���

As the system is non-derivational it is important to note that one should
think of all structures as coming to existencesimultaneously. Projection from
c-structure to f-structure should not be seen as a process; neither c-structure
nor f-structure is prior to the other.

Knowledge about legal linguistic representations is formulated through
propositions in a description language. For the different formal objects (trees
and directed graphs), different description languages exist: the trees of c-
structure are described by a context-free grammar,4 the f-structure graphs by
formulae of a feature logic – by so-called f-descriptions. A valid f-structure is

3Examplesfor f-structures that are not the image of any c-structure node are those repre-
senting arbitrary subjectslike the subject of `read' in the LFGanalysisof sentenceslike reading
her book is fun. In LFG,one doesnot assumea phonologically empty c-structure node for such
a sentence.

4To be precise, a generalization over context-free grammars is used: the right-hand side
of the production rules is not de�ned as a string of non-terminals/terminals, but as a regular
expressionover non-terminals/terminals. For each language generated there exists a weakly
equivalent context-free language. The advantageof allowing regular expressionsin the produc-
tions is that optionality etc. can be expressedwithout loss of generalization, as the following
rule illustrates: VP 
 V (NP) PP*
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de�ned as the minimal model satisfying all f-descriptions (plus the additional
well-formedness conditions of Completenessand Coherence,which I will dis-
cussbrie�y below).

(4.5) Context-freegrammar asa descriptionof c-structure

PP � P NP
NP � N
Lexiconentries:
with P
friends N

(4.6) Featurelogic formulae asa descriptionof f-structure

�

�

� PRED)=`with'

�

�

� OBJ)=

�

�

�

�

� PRED)=`friend'

�

�

� NUM)= PLURAL

Obviously, a list of equations is interpreted conjunctively. But the feature
description languagecontains also other Booleanconnectives,soa formula can
be negated, two formulae can be connecteddisjunctively etc.5

The correspondencerelation between the structural dimensions is also ex-
pressed in the description language. Since the relation between c- and f-
structure is a function, functional terms can be used to denote the f-structure
correspondingto a given c-structure node. Thus,

	

�
� �

�

�

refers to the f-structure
projected from

� �

� , i.e.,

�

� ;

	

�

��

�

�

refers to

�

� , etc. To allow for generalized
statementsabout the c-/f -structure correspondencewe want to be able to for-
mulate schematafor f-descriptions, relative to a particular c-structure node.
Such schemata can be attached to their category nodes (this is sometimes
shown by writing the descriptions above the node in the tree representation).
In the schemata, a metavariable � can be used, which is instantiated to the
particular c-structure node that the description is attached to.

	

�

�

�

denotesthe f-structure projected from the node that the f-description is
attached to. For expressingthe relation between the f-structures projected from
different nodes, we also need to be able to refer to the mother of the current
node; this is done by

�

�

�

�

. Again,

	

�

�

�

�

� �

denotesthe f-structures projected
from the mother node. So we can stipulate that the f-structures projected from

5Apart from (de�ning) equations, there exist other primitive types of formulae: existential
constraints about feature paths, which are true when the path exists (through some other
de�ning equation); constraining equations, which are true when a feature bears a particular
value (again, de�ned elsewhere); and set membership constraints.
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the current node and its mother node are identical by stating

	

�

�

�

�

	

�

�

�

�

� �

(used for both P� and for N� ). The f-description attached to NP � stipulates that
the f-structure projected from this NP is the value of the feature OBJ in the
mother node's f-structure.

(4.7) PP �

	

�

�

�

�

	

�

�

�

�

� �

	

�

�

�

�

�

	

�

�

�

�

� �

OBJ)
P� NP �

	

�

�

�

�

	

�

�

�

�

� �

with N�

friends

Since

	

�

�

�

and

	

�

�

�

�

� �

are used extensively, there are abbreviations for these
expressions,which are also called metavariables (for f-structures):

�

and

�

.
As becomesclear when the f-descriptions are written above the nodes, the

�

symbol is mnemonic for the (f -structure projected from the) current node – the
arrow points to it. Likewise

�

is mnemonic for the (f -structure projected from
the) mother node:

(4.8) PP �

�

=

� �

=(

�

OBJ)
P� NP �

�

=

�

with N�

(

�

PRED)=`with'
friends

(

�

PRED)=`friend'
(

�

NUM)= PLURAL

���

PRED `with'

OBJ

�

PRED `friend'
NUM PLURAL

�

���

The f-descriptions originating from the lexicon (or more generally, repre-
senting morpholexical information) are typically written below the phonologi-
cal/orthographic form shown as the leafs of the c-structure tree. Nevertheless,

�

is used to denote the preterminal nodes in the tree representation (P� and
N� in the example). The phonological/orthographic forms – “with”, “friends”
– should not be seenas full syntactic objects, but rather as indications of the
phonological properties of the syntactic words, representedasP� and N� .
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With thesemeansof expression,all grammatical knowledge can be encoded
in a context-free grammar with feature annotations (or short: f-annotations).
The annotations are schematafor f-descriptions to be attached to the category
nodes in the c-structure tree. In the rule speci�cation, f-annotations are typi-
cally written below the category that they are attached to.

(4.9) LFGgrammar: Context-freegrammar with f-annotations

PP � P NP

�

=

�

(

�

OBJ)=

�

NP � N

�

=

�

Lexiconentries:

with P � (

�

PRED)=`with'

friends N � (

�

PRED)=`friend'
(

�

NUM)= PLURAL

Asmentioned brie�y above,there are two additional conditions on the well-
formedness of f-structures: Completenessand Coherence. These ensure that
the subcategorizationframe introduced by verbs,prepositions and other lexical
categories is actually �lled in syntactically. For example John devouredfails
to satisfy Completeness,while John yawned a car is ruled out by Coherence.
Technically this is achieved by specifying the selectedgovernable grammatical
functions (SUBJ, OBJ etc.) in the PRED value of verbs, prepositions etc., so we
would have (

�

PRED)=`with

�

(

�

OBJ)

�

' and (

�

PRED)=`devour

�

(

�

SUBJ) (

�

OBJ)

�

'.6

The composite PRED values may be seenas abbreviatory for feature structures
as in (4.10).

6Under a more generalized account, only the semantic arguments are speci�ed and the
choice of particular grammatical functions is derived through mapping principles (Bresnan
2001, ch. 14).
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(4.10) CompositePRED values

�
�

PRED `with

�

(

�

OBJ)

�

'

OBJ

�

PRED `friend'
NUM PLURAL

�

�
�

expandsto

�����
�

PRED

�

FUNCTOR with
ARGUMENT1

�

OBJ

�

PRED

�

FUNCTOR friend
�

NUM PLURAL

�

�����
�

The expandedfeature structure encodesthe functor/argument structure of the
predicate7 and forms the interface to a conceptual representation. The arc
indicates that the value of the feature path PRED ARGUMENT1 and OBJ are the
samef-structure object. The two values are then said to be re-entrant or token
identical or structure shared.

Basedon thesecomposite PRED values,Completenessand Coherencecan be
formulated as follows:

(4.11) Completeness
All argumentsspeci�ed in a predicate'ssubcategorizationframe are also
realized in this predicate's f-structure.

(4.12) Coherence
Only those governable grammatical functions are realized in a predi-
cate'sf-structure that are speci�ed asarguments in the predicate'ssub-
categorization frame.

One further peculiarity about PRED values should be noted. Their values
are by de�nition interpreted as instantiated symbols. This means that even if
the samepredicate, say `friend', is introduced twice in a sentence,the two in-
stanceswill be distinct f-structure objects`friend'� and `friend'� and thus cannot
be uni�ed. This re�ects the resourcesensitivity of language and excludesthat
arguments are doubled, inserting them simultaneously in several c-structural
position where they may occur alternatively. An example would be the fol-
lowing ungrammatical German sentencewith the subject both in the preverbal
Vorfeld position, and in the Mittelfeld:

7Implementations of LFGparserslike the Xerox Grammar Writer's Workbench (Kaplan and
Maxwell 1996) and the Xerox Linguistic Environment (XLE) implement composite PRED values
along theselines.
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(4.13) * Mein
my

Freund
friend

ist
is

heute
today

mein
my

Freund
friend

angekommen
arrived

The language generated by an LFG grammar can be de�ned as the set
of c-structure/f -structure pairs, such that the c-structure is generated by the
context-free grammar and the f-structure is the corresponding minimal model
for the f-descriptions, satisfying Completenessand Coherence. There is how-
ever one proviso in the de�nition (Kaplan and Bresnan1982, 266): Only those
c-structuresare consideredwhich do not contain recursivenon-branching dom-
inance chains, as illustrated in (4.14).

(4.14) Of�ine Parsability

* XP
YP
XP
. . .

This restriction, commonly known as of�ine parsability, ensuresthat for a
given string there are only �nitely many c-structure analysesand thus the pars-
ing task for LFG grammars is decidable (i.e., a procedure can be devised for
the task which terminates after a �nite number of steps). Quite obviously, since
without this restriction a context-free grammar may predict an in�nite number
of analysesfor a single string, a procedure constructing f-structure models from
c-structures could never stop. I will not come back to processingdetails until
chapter 6, but it is worthwhile noting at this point that the standard LFG for-
malism hassuch a built-in restriction motivated by processingconsiderations.

(4.15) Languagegeneratedby an LFGgrammar

The language

�

�

�

�

generated by an LFG grammar

�

is the set of c-
structure/f -structure pairs

�

�

�

�

�

, such that

�

is a tree generated by the context-free grammar in

�

– subject to
of�ine parsability –, and

�

is the minimal model satisfying all f-descriptions that arise from
instantiation of the f-annotation schematain

�

, and satisfying the
Completenessand Coherencecondition.

The string language

�

�

�

�

generatedby an LFGgrammar caneasilybe de�ned as
the set of terminal strings derived from the c-structures in the language

�

�

�

�

.8

8Throughout this dissertation I deviate from the standard terminology of formal language
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It is straightforward to extend the formal model of c- and f-structure out-
lined in this section to include further levelsof representation, suchasa seman-
tic structure projected from f-structure. If a graph structure similar to f-structure
is assumedfor this semantic structure, we would have further feature-logic de-
scriptions annotated to the rules and lexicon entries.9 A formally equivalent
way of including such a semantic representation in the LFG structures would
be to assumea special feature SEMANTICS in the f-structures.10 Given this close
formal relationship between the syntactic level of f-structure and the level of
semantic structure, it suf�ces for most formal and computational purposesrel-
evant to the present dissertation to just consider c-structure/f -structure pairs.

4.2 Optimality- Theoretic LFG
– the overall architecture

In chapters2 and 3, somegeneral empirical and learning issueswere discussed
at a rather informal level. De�ning an OT systemin a formal framework such
as LFG will allow us to state the issuesand their consequencesfor the formal
systemin a more preciseway. In particular, this will permit an investigation of
computational proceduresto model languageprocessingwithin an OT system.

In this section, an abstract speci�cation of the componentsof an OT system
is given, based on the formal means of LFG introduced in sec. 4.1. This will
provide the context for a more detailed discussionof the character of the input,
Genand the violable constraints in the remainder of this chapter.

4.2.1 Abstract formal speci�cation

Candidates The candidate analyses that OT-LFG deals with are tuples of
structures as known from LFG, i.e., pairs of c-structure and f-structure (and

theory, in which my string languageis simply the language. This is to avoid clumsinesswhen
referring to the set of analysesgenerated by a formal grammar – which is done much more
frequently than referenceto the string language. From the context, the usageshould generally
be obvious. Furthermore I usea typographical distinction.

9The situation changesif a special resource-sensitivelogic is assumedto underlie semantic
construction as in the glue-language approach of Dalrymple and colleagues (see Dalrymple
et al. 1993; Dalrymple et al. 1997, the contributions in Dalrymple 1999, and Dalrymple 2001
as a textbook). Then the formal treatment of semantic construction is no longer a special case
of f-structure construction. In the present dissertation I cannot go into this framework, since
too little is known about generation from semantic structures – a crucial building block for an
OT system.

10There are some technical issuesI cannot go into here: in order to be able to expressthe
sharing of information correctly and in a general way, either the overall feature geometry hasto
be changed,or a special restriction operator has to be assumed(Wedekind and Kaplan 1993).
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asjust mentioned possiblymore levelsof analysis) that are in a correspondence
relation. All analysessatisfy certain basic inviolable principles, which we can
assumeto be encoded in an LFG grammar

�
�

	 


�
�

� ; thus the set of all possi-
ble candidate analysesis de�ned as the structures generated by this grammar

�
�

	 


�
�

� . Sec. 4.3 contains a discussion of what principles are encoded in this
grammar

�
�

	 


�
�

� .

(4.16) De�nition of possiblecandidates
The set of possiblecandidatesis de�ned asthe language

�

�

�
�

	 


�
�

�

�

gen-
erated by a formal LFG-style grammar

�
�

	 


�
�

� .

There are someissuesasto how closely the LFG-style grammarsusedin OT-
LFGsystemsresemblestandard formal LFGgrammars (seethe de�nition of the
languagegeneratedby an LFGgrammar (4.15)). In sec.4.3, I discusswhether
the Completenessand Coherenceconditions apply. In sec. 4.6 and chapter 6
the issue is addressedwhether the of�ine parsability clause should apply for
the LFG-style grammars used in OT-LFGsystems.

Index/Input With the candidate analysesbeing fully speci�ed LFGanalyses,
an appropriate representation for the input in the OT senseis a partially speci-
�ed representation of LFGanalyses. This gives us the strictly non-derivational
systemI argued for in sec.3.3.5.

For recasting Grimshaw's (1997) analysis within LFG Bresnan (2000, sec.
1.1) assumesas the input “a (possibly underspeci�ed) feature structure rep-
resenting some given morphosyntactic content independent of its form of ex-
pression”. An example (that in English would have I saw her as its optimal
realization) is given in (4.17). 11

(4.17)

�
�

�
���

���
�

�����
���

�

PRED `see

�

��� �

�

'

GF�

���

PRED P̀RO'
PERS

�

NUM SG

���

�

GF�

�
�

�
�

PRED P̀RO'
PERS

�

NUM SG

GEND FEM

�
�

�
�

�

TNS PAST

�
�

�
���

���
�

�����
���

�

11The status of the arguments � and � in the semantic form `see

�

�
�

�

�

' will be discussedin
sec.4.3.2.
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More generally, we may want to assumean input comprising a feature repre-
sentation of the semanticcontent of an utterance (and potentially somefurther
“pragmatic” clues,such as information structural status etc., cf. sec.3.3.2). So,
the input is de�ned as follows:

(4.18) De�nition of the input
The input is a member of the set of well-formed (partial) f-structures

	

.

Note that contrary to the situation with derivational candidatesassumedin
some OT syntactic work (cf. the discussion in sec.3.3.5), there is no issue at
what point of a candidate derivation the input information is available. Both
the candidates and the input are formal objects that we should think of as
static (with information about all levels being available simultaneously). The
relations between them are just a mathematic relations between formal objects.
Two kinds of input-candidate relations are relevant for a formal OT system: (i)
Gen – involving a relation between the input and a set of candidates –, and
(ii) the faithfulness constraints – involving a relation between an individual
candidate and the input.

Candidate generation We can now give the following general de�nition of
the function Gen, depending on the grammar

�
�

	 


�
�

� :

(4.19) De�nition of Gen
Gen �

�
� �

�
�

� is a function from the set of f-structures to the power set of
the analyses(c-structure/f -structure pairs

�

�

�

�

�

) in

�

�

�
�

	 


�
�

�

�

:

Gen �
�

� �

�
�

� :

	



�
�

�

�

�

���
	 


�
�

�

� �

In other words, Gen �
�

� �

�
�

� takes each input f-structure

�

�
	 to a set of candidate

analyses,which are contained in

�
�

	 


�
�

� :
Gen �

�
� �

�
�

�

�

�
�

	

�

�


 �

�

�

�

�

�� �

�

�

�

�

�
�

�
�

	 


�
�

�

�

. Further restrictions will be discussed
below.

Constraint marking The OT constraints come into play when the alterna-
tive candidate analysesin the Gen �

�
� �

�
�

� image of a given input f-structure are
evaluated. The function marks assignscounts of constraint violations to each
member of the candidate set. There are different ways in which the counts
of constraint violations can be captured formally: in sec. 2.1, a multiset of
constraint violation marks was assumed– for instance {*

�
�

, *

�

�

, *

�

�

} for a
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candidate violating constraint

�
�

twice and constraint

�

�

once (compare the
example (2.5) in sec.2.1). An alternative, but equivalent way is to represent
the number of violations that eachconstraint incurs asa natural number. I will
adopt this representation in this de�nition.

The constraints

�

used in an OT system are given as a sequence

�

�

�

�

�
�

� � � � �

�

�

�

. So we can represent the violation counts for a particular
candidate as a sequenceof natural numbers:

�

�
�

�

�

�

�

�

�

� � �

�

�

���

�

�
�

�

� . So,
assuminga constraint sequence

�

�
�

�

�
�

�

�

�

�

�

�

�

�

�

�

for the aboveexample, the
violation counts would be

�
�

�

�
�

�

�

�

�

�

�

.

An individual constraint

�

�

�

�

is then de�ned as a function taking a pair
of an input f-structure and an LFG analysis to a natural number. The func-
tion marks dependsnot only on the candidates,but on the input structure too,
for the following reason: we do not only have markednessconstraints (which
are de�ned on the candidate structures alone) but also faithfulness constraints
(which are de�ned relative to the input). 12)

(4.20) De�nition of OT constraints

�

: a sequenceof constraints

�

�
�

�

�
�

� � � � �

�

�

�

;
for eachconstraint

�

�

�

�

�

�

� �

	

:

�

�

�

�

�
	

�

�

�

�

�

�

� �
�

�

�

The speci�cation of markednessconstraints basedon LFGanalysesis discussed
in sec.4.4. Faithfulness constraints are discussedin sec.4.6.

For the function marks, which takes into account all constraints, we get:

(4.21) De�nition of marks
marks 
 is a function from (input) f-structures and LFG analysesto a
sequenceof

	

natural numbers
(where

	

�

�

�

�

, the sizeof the constraint set)

marks 

�

	

�

�

�

���
	 


�
�

�

�




�

�

�

� , such that

marks 


�

�
�

	

�

�

�

�

�

�

� �

�

�

�
�

�

�
�

	

�

�

�

�

�

�

� �

�

�
�

�

�
�

	

�

�

�

�

�

�

� �

� � � � �

�

�

�

�

�
	

�

�

�

�

�

�

� � �

12In sec. 4.6 the input-dependence of marks will be eliminated, since under the de�nition
of Gen �



��



�

� adopted in sec. 4.3.1 the relevant faithfulness constraints can be de�ned on the
candidate structures alone.
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Harmony evaluation The key concept of optimization – harmony evaluation
in the narrow sense– depends on the constraint violation counts for each in-
put/candidate pair from a given candidate set Gen �

�
� �

�
�

�

�

�
�

	

�

, and on the lan-
guagespeci�c constraint ranking over the constraint set

�
� . The function Eval

formalizing this concept determines the most harmonic candidate according to
de�nition (2.3), repeatedhere.

(2.3) Candidate

�

� is more harmonic than

�

� (
�

�

�

�

� ) if it contains fewer
violations for the highest-ranked constraint in which the marking of

�

�

and

�

�

differs.

(4.22) De�nition of Eval
Given a set of LFGanalyses

�

,

Eval �


��

�
�

�

�

�

�

�

{

�

�

�

�

�

�

�
�

�

� �

�

�

�

�

�

�

is maximally harmonic for
all analysesin

�

, under ranking

�
� }

Note that this de�nition is compatible both with a classical, strict con-
straint ranking and with a stochasticconstraint ranking asassumedby Boersma
(1998). As discussedbrie�y in sec.3.3.1, the latter model is superior from the
perspectiveof learnability, and it also constitutes an interesting mechanismfor
deriving optionality and frequency effects.

Language generated by an OT-LFG system

An OT-LFGsystemis speci�ed by three components.

(4.23) De�nition of an OT-LFGsystem
An OT-LFGsystem

�

is de�ned as

�

�
�

	 


�
�

�

�

�

�
�

�
�

� �

, where

�
�

	 


�
�

� is a formal LFG-style grammar de�ning the possible candidate
analyses,

�

is a sequenceof OT constraints, and

�
� is a ranking over

�

.

Finally, the language generated by an OT-LFG system can be de�ned as
the set of analyses

�

�

�

�

�

�

�

for which there exists an input f-structure

�

�
	

such that

�

�

�

�

�

�

�

is among the most harmonic candidates for that input (i.e.,
Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

�

�
�

	

� �

).
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(4.24) De�nition of the languagegenerated
by an OT-LFGsystem

�

�

�

�
�

	 


�
�

�

�

�

�
�

�
�

� �

�

�

�

�

�


 �

�

�

�

�

�

�
�

�
�

	 


�
�

�

�

�

�

�
	

�

�

�

�

�

�

�

�
� Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

�

�

�
	

� � �

The string language

�

�

�

�

generated by an OT-LFGsystem can be de�ned ac-
cordingly as the set of terminal strings for such analyses

�

�

�

�

�

�

�

.

An example of a linguistic OT-LFG system satisfying this de�nition will be
developed in the subsequentsections (speci�cally in sec. 4.3 and 4.4) which
will focus on the concretespeci�cation of the components.

4.2.2 Degrees of freedom in this OT-LFG architecture

Basedon the de�nitions just presented, there are three essential components
specifying a particular OT-LFGsystem: the “basegrammar”

�
�

	 


�
�

� , the OT con-
straints

�

, and the constraint ranking

�
� . The formalization leavesthesecom-

ponentsopen to be �lled out by empirical and conceptual linguistic work. Recall
that by assumptionof the linguistic OT approach, the former two are universal,
and only the latter is language-speci�c. So, it is a goal for linguistic researchto
determine the speci�cation of the former two (

�
�

	 


�
�

� and

�

) in sucha way that
the language-speci�c ranking

�
� is learnable basedon languagedata.

Note however that in addition there are somefurther degreesof freedom in
this OT-LFGarchitecture, on a more technical level:

(4.25) Degreesof freedomin the de�nitions (4.16)–(4.24)

a. The de�nition of possiblecandidatesis basedon the languagegen-
erated by a “formal LFG-style grammar

�
�

	 


�
�

� ”; this leavesopen
whether

�
�

	 


�
�

� is interpreted asan LFGgrammar in the strict sense
or whether the Completenessand Coherencecondition is modi�ed
and/or the of�ine parsability condition is loosenedup.

b. The exact speci�cation of the function Gen �
�

� �

�
�

� is left open.

c. It has not been �xed how the constraints are formally speci�ed,
given the input and a candidate structure.

For clari�cation of the last two points note that the de�nitions (4.19) and
(4.20) given above specify only what kind of function Gen �

�
� �

�
�

� is (mapping
an f-structure to a set of candidates) and what kind of function a constraint is
(mapping a candidate analysis to a natural number). This leavescompletely
open how the functions are speci�ed. For example, the function Gen �

�
� �

�
�

� may
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be a constant function that assignsthe samecandidate set to all possible input
f-structures; or it may assigndifferent candidate sets to different f-structures,
basedon some structural relationship. Likewise for the constraints, there is a
wide spectrum of possibilities: the numbers they assignto candidate structures
may be basedon the counting of simple structural patterns, or they may involve
complicated conditions (for instance, it is conceivableto formulate a constraint
as a context-free grammar, assigning 0 when the candidate c-structure is in-
cluded in the languageand 1 otherwise).

All three aspectslisted in (4.25) have to be pinned down to complete the
formal speci�cation of an OT-LFG system. The choices do not seem to have
as clear an empirical impact as variations of the main components of the OT-
LFG system have. But (i) they do have signi�cant impact on the processing
complexity of the formal system (as I show in sec. 4.2.3), and (ii) the basic
assumptionsof the OT approach discussedin chapter 2 and the empirical and
conceptual observationsof chapter 3 may be re�ected more or lessadequately
in the formalization, depending on thesechoices.

As an example for point (ii) note that a system relying on LF-unfaithful
candidates as discussedin sec.3.3.3 is compatible with the de�nitions. There
need not be any structural connection between the input/Index that Gen �

�
� �

�
�

�

takes as its arguments and the set of candidates it assignsto this input. In
sec.3.3.4, I argued that this circumstanceis undesirable from the point of view
of learnability.

4.2.3 Undecidability arguments for unrestricted OT systems

To see the impact of the choices in (4.25) on the processing complexity, let
us look at two non-linguistic examplesof OT systemsboth of which allow the
construction of an undecidability argument (they can be seenasa variant of the
sketchof an undecidability argument for unrestricted OT systemsthat Johnson
(1998) presents).

Undecidability due to powerful constraints

(4.26) A constructedOT-LFGsystem(schema)

�

�

Let

�
� and

�
� be context-free grammars.

�
� has the starting symbol S� .

Specify the c-structure part of

�
�

	 


�
�

� by adding the following produc-
tions to

�
� :

S � S�

S � yes,
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where S is a new symbol, used as the start symbol of

�
�

	 


�
�

� and yesis
a new terminal symbol. (The f-annotations in

�
�

	 


�
�

� are irrelevant. We
may assumearbitrary f-structures.)

De�ne Gen �
�

� �

�
�

� as follows:
Gen �

�
� �

�
�

�

�

�

�

�

�

�

���
	 


�
�

�

�

, for all

�

Assumetwo constraints:

�
�

�

�
�

�

�

�

�

�

� �

� 0 if the terminal string of

�

is in

�

�

�
�

�

�

{ yes}
1 otherwise

�
�

�

�
�

�

�

�

�

�

� �

� 1 if the terminal string of

�

is yes
0 otherwise

Assumethe ranking

�
�

�
�

�
�

.

Note that Gen �
�

� �

�
�

� is a constant function, assigningthe full set of possiblecan-
didates to any input;

�
�

is a constraint basedon the context-free language

�
� .

The system works �ne if we assumesimple grammars for

�
� and

�
� . For

example, we may assume

�

�

�
�

�

�


��

�

� �

�

and

�

�

�
�

�

�



�

�

�

�

. The possible
candidate strings generated by

�
�

	 


�
�

� are then


��

�

� �

�

�� �

�

. Now, let us check
whether the string yesis in the string languagegeneratedby the OT-LFGsystem.
According to the de�nition there has to be some input such that yes is the
terminal string of the optimal analysis from the candidate set assignedto that
input by Gen �

�
� �

�
�

� . Since all candidate setsare the same (and the input plays
no role) this is easyto check,we need only look at one tableau:

(4.27)
Input: (arbitrary)

�
�

�
�

“�

�

�

�

�

�

�

{ yes}?” “* yes”
a. � *!
b. � � *!
c. + yes *

So, yes is indeed in the string language. In fact, it is the only string in
that language. If we change

�
� from the previous example to make

�

�

�
�

�

�


��

�

�

�

�

�

, we get the following tableau:

(4.28)
Input: (arbitrary)

�
�

�
�

“�

�

�

�

�

�

�

{ yes}?” “* yes”
a. + �

b. � � *!
c. yes *!
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The string yesis no longer in the language generated (instead, all strings that
are in the intersection of the two languagesare, since they all have the same
constraint pro�le). The only way yescan ever win is that all other candidates
fail to satisfy

�
�

. So what the OT-LFGsystemschema

�

� in (4.26) effectively
does is check whether the intersection of two context-free languagesis empty.
This problem is known to be undecidable in the general case;so the recognition
problem for unrestricted OT-LFGsystems(checking whether a certain string is
in the string language) is also undecidable in the general case.

Since the formal systemused for this argument contained an unnecessarily
powerful constraint, it is worthwhile to investigate more restricted de�nitions.

Undecidability due to powerful candidate generation

This second type of undecidability argument was suggestedto me by Jürgen
Wedekind (p.c.). It exploits the fact that the emptiness problem for an LFG
languageis known to be undecidable13 and usesa powerful

�
�

	 


�
�

� in candidate
generation. This systemcan be constructed as follows:

(4.29) Another constructedOT-LFGsystem(schema)

�
�

Assumean LFGgrammar

�
� with start symbol S� , for which the prob-

lem
�

�

�
�

�

�

�

is undecidable.

Construct from

�
� the grammar

�
�

	 


�
�

� with the new start symbol S,
a new nonterminal symbol Y and the new terminal symbol yes. The
following productions are added to the productions of

�
� :

S � Y
(

�

PRED)=`yes'
S � S�

(

�

CHECK)=+
(

�

PRED)=`yes'
Y � yes

Assumea single constraint:

�
�

�

�
�

�

�

�

�

�

� �

� 0 if

�

�

has the feature [ CHECK +]
1 otherwise

The candidate yesviolates the constraint

�
�

(since its f-structure does not
contain the feature [ CHECK +]). Analyses making use of the rule S � S�

satisfy

�
�

. But we can nevertheless get yes as the optimal candidate for

�

�
	

� [ PRED `yes']: there may be no other candidates in the candidate set. This

13According to the introduction to part V in Dalrymple et al. (1995, 333), this was �rst shown
in 1983 by Kelly Roach.
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is the case iff no candidates can be derived with the S� symbol, i.e., when

�

�

�
�

�

�

�

. Sinceby assumption this problem is undecidable it is also undecid-
able whether yes�

�

�

�

�

�

.

What is unintuitive about this OT systemis that there is no structural rela-
tionship between the f-structure constructed in the original LFG grammar

�
�

(i.e.,

	

�

S�

�

) and the f-structure projected from the new start symbol, i.e.,

	

�

S

�

.
S is always mapped to the f-structure

�

PRED `yes'
CHECK

�

�

– no matter what

	

�

S�

�

is like. But in a linguistic grammar, this ignored part
of the structure re�ects the candidate's interpretation. The intuition that all
candidates should have the same underlying interpretation, modelled by the
semantic part of f-structure, is failed.

The two undecidability arguments motivate that both the expressivepower
of individual constraints and the expressivepower of candidate generation have
to be suitably restricted.14

4.2.4 Fixing the choices in the de�nitions

An objective of this dissertation is to arrive at a formalization of OT syntax
that is suf�ciently restricted to permit realistic processing, while at the same
time meeting the assumptionsand intuitions underlying the theoretical OT ap-
proach. Further details of processing complexity will not be discusseduntil
chapter 6; the strategy I adopt is to �rst �x the degreesof freedom mentioned
in (4.25) in a way compatible with the empirical and conceptual criteria noted
in the previous chapters and show afterwards that the resulting systemis also
adequatefor processing.

Point (4.25a) – addressing the freedom of candidate generation based on

�
�

	 


�
�

� – is relevant for the treatment of unfaithful candidates. I will come
back to it brie�y in sec.4.3 and sec.4.6 and particularly in chapter 6. For the
moment, the decision is not of crucial relevance.

The points (4.25b) and (4.25c) – the exact speci�cation of Gen �
�

� �

�
�

� and
the individual constraints – appear to be antagonistic. If Gen �

�
� �

�
�

� goesa long
way in restricting the possiblecandidate structures to the observablelanguage
data, then the constraints need not be highly expressive,since they only have

14I will discussa third undecidability argument, related to the secondone presented here,
in sec.6.3.1: ensuring that the f-structure is considered for all candidates alone does not suf-
�ce to guarantee decidability of the recognition problem for OT-LFGsystems(without of�ine
parsability). F-structure must furthermore be related to the surfacestring, or possiblya context
representation.
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to control comparatively small choices.However, this goesagainst the method-
ological principle of the OT approach(3.1), discussedin sec.3.2.1 and repeated
here for convenience.

(3.1) Methodologicalprinciple of OT
Try to explain asmuch aspossibleasan effect of constraint interaction.

Prima facie this principle would suggest a maximally general and unre-
stricted Gen �

�
� �

�
�

� . But as we have seen in sec. 4.2.2 (and sec. 3.3.2), when
applied in syntax, sucha conceptof Gen �

�
� �

�
�

� leadsto problems both with learn-
ability considerationsand with decidability.

For the standard conception of OT phonology the learnability and decidabil-
ity problem with a weak Gen �

�
� �

�
�

� do not pose themselves. Learnability is not
negatively affected if all candidate setsare identical and just the input differs:
the candidate analysesdo not contain a “deep”, interpreted level of representa-
tion that may differ from the input (like LF or the f-structure in syntax); rather
the interface to the rest of the linguistic and cognitive systemis concentrated in
the input. So inferences from the utterance context permit direct conclusions
about the input. 15

The decidability problem doesnot ariseeither (if regular languagesand rela-
tions are assumedfor modelling Gen �

�
� �

�
�

� and the constraints, cf. Ellison 1994;
Frank and Satta 1998; Karttunen 1998): regular languagesare closed under
intersection, so formally it makes no difference when certain restriction are
moved from Gen �

�
� �

�
�

� to the constraint space.Following insights of (Frank and
Satta 1998) and (Karttunen 1998), the entire OT systemcan be implemented
as a single �nite-state transducer implementing Gen �

�
� �

�
�

� and the constraints
composedby “lenient” composition (in Karttunen's terminology). 16

However for OT syntax, where the candidate structures contain their own
level of interpretation and regular languagesare too unexpressivefor modelling
the data, a setup has to be found that makesGen �

�
� �

�
�

� slightly stronger without
taking too much of the explanatory burden away from constraint interaction,
so (3.1) is still met. (The criterion for deciding what should de�nitely follow

15As pointed out in footnote 14 on page 42, such inferences from utterance context may
indeed be required for phonological OT systems,since surface forms can be ambiguous (cf.
Hale and Reiss 1998 for the ambiguity problem posed by a simple strong bidirectional OT
systemnot making use of information from the utterance context in the determination of the
underlying form). But if the inferenceswork properly, they suf�ce to determine the underlying
input. This is not guaranteedfor unrestricted OT syntax systems,in which LFand the input may
differ. (Note that all contextual inferencescan provide only information about the candidate's
actual LF, and thus not necessarilyabout the input which may not be faithfully rendered at LF.)

16However for multiple violations of a single constraint a �xed upper bound has to be as-
sumed.
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asan effect of constraint interaction is crosslinguistic comparison, aswas done
for the syntactic MAX-IO and DEP-IO violations in sec.3.2.3.)

The setup I proposeuses(formally) very simple individual constraints (dis-
cussed in sec. 4.4) and a conception of Gen �

�
� �

�
�

� that disallows divergences
at the level of the interpreted part of the candidate structures, i.e., the part
of f-structure that corresponds to the input (sec. 4.3). (Translated to the
Chomskyan terminology, this covers both the predicate-argument structure at
d-structure and the interpretation-relevant aspectsof LF.)

Although this may sound like a massiverestriction, this Gen �
�

� �

�
�

� conception
is compatible with a view that keepsup maximal generality at the surfacelevel
of syntax, aswill be discussedin sec.4.6.17

4.3 Candidate generation and the inviolable
principles

4.3.1 The restricted de�nition of Gen ���� ��� �

Basedon the considerations of sec. 4.2.4, the candidate generation function
Gen �

�
� �

�
�

� is de�ned as follows:

(4.30) Restrictedde�nition of Gen

Gen �
�

� �

�
�

�

�

�
�

	

�

� {

�

�

�

�

�

�
�

�

�

�
�

	 


�
�

�

� �

�

�
	

� �

�

, where

�

�

contains
no more semantic information than

�

�
	 }

So only those of the possiblecandidate analysesin

�

�

�
�

	 


�
�

�

�

are picked whose
f-structure is subsumedby the input f-structure, and which do not add any se-
mantically relevant information. There is some leeway for the exact de�nition
of semanticinformation. But note that in every concrete formulation of

�

�
	 


�
�

� ,
this can be speci�ed by declaring particular featuresor feature combinations as
contributors to semantic information. 18

17So the stronger Gen �



��



�

� restrictions in a comparison with the OT phonology model may
be viewed as no more than a compensation for the different type of representations used in
syntax. A totally different formalization of OT syntax might attempt to use only the surface
form ascandidatesand usemore expressiveconstraints, circumventing the decidability problem
addressedin sec.4.2.2 in a different way.

18The quali�cation “where

� 	

contains no more semantic information than

� � � ” could be
expressedmore formally as follows: � 	
 ���
 �

� � ��

where

� 	 
 ���
 � is de�ned as the largest f-structure

� 	 	 � � 	

, such that all features contained in
its path are membersof

���� � (the set of semantic features).
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This formalization meets the intuition of Bresnan's (2000) original ac-
count of candidate generation in OT-LFG: at an abstract level, Gen �

�
� �

�
�

� is in-
deed generation from the input with an LFG grammar. The candidate analy-
sescan be viewed as being generatedfrom the input structure by monotoni-
cally adding (non-semantic) information. Conveniently, the task of computing
Gen �

�
� �

�
�

� (

�

�
	 ) is then exactly the classical task of generation from an under-

speci�ed f-structure, given an LFG grammar (

�

�
	 


�
�

� ). Processingis discussed
further in chapter 6.

4.3.2 Completeness and Coherence in OT syntax

There is an alternative way of stating the restricting condition in candidate
generation, drawing a parallel to the standard LFG conceptsof Completeness
(4.11) and Coherence(4.12). 19 What we want to implement is that candidates
may contain neither more nor lesssemantic information than speci�ed in the
input. We could assumea specialplace in the f-structure for encoding the input
information, e.g., within the composite PRED values (compare (4.10)). The
input (4.17) would then look roughly asfollows (note that all input information
hasto be codedinto the structuresunder PRED – here I usead hocfeature names
like REF-NUM for the semantic referent's number speci�cation etc.):

(4.31) Potential way of re-codingthe OT input
���

�����
�����

���
�

���
�

PRED

���
�����

�����
���

�
���

�

FUNCTOR see
TNS PAST

ARGUMENT1

�
� PRED

�
�

FUNCTOR PRO

REF-PERS

�

REF-NUM SG

�
�

�
�

ARGUMENT2

���
�

�

PRED

���
�

�

FUNCTOR PRO

REF-PERS

�

REF-NUM SG

REF-GEND FEM

���
�

�

���
�

�

���
�����

�����
���

�
���

�

���
�����

�����
���

�
���

�

Then we canexpressrestricted candidategeneration through Completenessand
Coherenceconditions:

(4.32) OT-Completeness
All information speci�ed as a predicate's input information (= under
PRED) is also realized in this predicate's f-structure.

19Comparealso Wedekind's (1995) terminology in his discussionof generation.
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(4.33) OT-Coherence
Only the semantic information that is speci�ed asa predicate'sinput in-
formation (= under PRED) is also realized in this predicate'sf-structure.

This would permit us to move the subsumption restriction on Gen �
�

� �

�
�

� into
the formal speci�cation of the underlying LFG-style grammar, i.e., into the def-
inition of possible candidate structures in general (4.16). Candidateswith an
over- or under-informative f-structure would be incoherent or incomplete and
thus no longer exist in

���
	 


�
�

� , so they would not have to be excluded in the def-
inition of Gen �

�
� �

�
�

� .20 However, I will keep to de�nition (4.30), assuming it to
be more perspicuous.We may think of the OT-Completenessand OT-Coherence
conditions to be (redundantly) at work within

���
	 


�
�

� nevertheless.

It is interesting to note a change in the source of the reference informa-
tion for checkingCompleteness/Coherence.In classicalLFG,this information is
contributed by the lexiconentriesof the predicates(i.e., the verbs, prepositions
etc.). The PRED value with the subcategorization frame is conveniently written
in one line, using angle bracketsasin (

�

PRED)=`devour

�

(

�

SUBJ) (

�

OBJ)

�

' (com-
pare (4.10)). In OT-LFG, the relevant reference information is contributed by
the input. This meansthat if we neverthelessassumesubcategorization frames
in the lexicon entries then they are pretty much redundant. Only those match-
ing the input will be usable (since they have to be uni�ed with the input). The
only interesting caseariseswhen we look at pathological inputs like a strictly
transitive verb suchasdevourusedwith just a single argument. Here, a lexicon
lacking (

�

PRED)=`devour

�

(

�

SUBJ)

�

' would lead to an empty candidate set, pre-
dicting that the input cannot be expressedin any language. It is questionable
however whether such an approach would be in the spirit of OT. For instance,
OT phonology will predict a surface realization for any underlying nonsense
string of phonemes. The learner will just never come acrosssuch a string and
thus it will not be entered into the inventory of underlying forms. Of course,
the situation is slightly different in syntax, since we are not dealing with �nite
lists of underlying forms. However, we have to assumethat the inputs are pro-
cessedfurther in the conceptual cognitive system, and this further processing
detectsand excludesnonsenseinputs. The syntactic systemitself will be more
perspicuous and general if it does not attempt to anticipate such conceptual
restrictions.

In other words, it seemsmost adequate for the OT syntax setup to assume
lexicon entries without a speci�cation of the subcategorization frame, compat-
ible with all underlying argument combinations. Lexical preferencesmay then

20We would get

(i) Gen �



��



�

�

� � � �
� � {

��
�

� 	� � � � ���� �� � � � 
 � � � is the input information of

� �
�

� 	�
}
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bederived through constraint interaction. For example, the thought of someone
eating very fast, leaving unexpressedwhat he eats,would turn out in English as
he waseating hastily or something similar (note that the input would certainly
contain no particular lexical items, like English devour, but a more abstract
conceptual representation). The verb devour would not be used becauseit is
suboptimal for expressingthis thought. Such a constraint-basedaccount is es-
sential if we want to have a uniform learning theory for syntax and the lexicon.
It also bears much more explanatory potential for argument frame variation
in the lexicon. Of course, this type of account presupposesthe assumption of
rather �ne-grained constraints which are sensitive to individual lexical items –
an issuewhich I cannot pursue any further in this dissertation.

In the representation of OT analyses, I will not use angle brackets which
would suggest a subcategorization frame that is checked within the for-
mal system of LFG. Rather I will use parantheses following the semantic
form in the PRED value of input f-structures. For example, we would get
[ PRED `devour

�

��� �

�

'] . This notation is suggestivefor the interpretation of de-
pendentsassemanticarguments,without the standard LFGmechanismof Com-
pletenessand Coherencebeing at work.

4.3.3 The base grammar

���	 
�� �

In this subsection,an impressionof the kinds of inviolable principles encodedin

�
�

	 


�
�

� should be given. As an example, assumewe want to encodeGrimshaw's
(1997) fragment of inversion data in English in OT-LFG, following the recon-
struction by Bresnan(2000, sec.2). The formal LFG-style grammar

�

�
	 


�
�

� will
have to formalize a theory of extended projections. This can be done on the
basis of LFG'sextended head theory that Bresnan (2001, ch. 7) discussesin
detail. The principles Bresnanassumescan be �eshed out in a set of LFGrules,
i.e., context-free rules21 with f-annotations. (Kuhn 1999b) contains a more de-
tailed discussionof how extended head theory can be captured in concreterule
formulations; here it may suf�ce to assumethat the effect of the principles can
be envisaged as a set of classical LFG rules like the rules in (4.34), 22 gener-
ating X-bar-con�gurations with an extension to functional categories(like the
verbal functional categoriesI and C). A lexical category and the corresponding
functional categorieson top of it form an extendedprojection (Grimshaw 1991;
Bresnan 2001). (I do not actually assumea �xed limitation to a maximum

21More precisely, a generalization of context-free rule notation which allows regular expres-
sionson the right-hand side, cf. footnote 4 on page55.

22DF is a generalization over discoursefunctions (TOPIC, FOCUS, Q-FOCUS and SUBJECT); CF

generalizesover complement functions (OBJ, OBL 
 , COMP etc.). The non-endocentric category
S that Bresnan(2000, 2001) assumesis ignored here.
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of two functional categories, so

���
	 


�
�

� really generatesarbitrarily many FP's
within an extended projection.)

(4.34) Someof the rules in

�
�

	 


�
�

�

CP � � (XP) (C

�

)
(

�

DF)=

� �

=

�

C

�

� � (C) (IP)

�

=

� �

=

�

IP � � (XP) (I

�

)
(

�

DF)=

� �

=

�

I

�

� � (I) (VP)

�

=

� �

=

�

VP � � V

�

�

=

�

V

�

� � (V) (XP)

�

=

�

(

�

CF)=

�

There are two crucial points to note about (4.34): �rst, the

�

=

�

annota-
tion of both the C and the IP category in the C

�

rule, and the I and the VP in
the I

�

rule. The functional head and its complement (in c-structure) act as “co-
heads” on f-structure, i.e., their f-structures are identi�ed. (All categoriesof an
extendedprojection are thus mapped to the samef-structure.) Second,all cate-
gories are optional. Thesepoints together ensure that a given input f-structure
has a wide range of realization alternatives – as required in an OT account
with a weak Gen �

�
� �

�
�

� component and strong effects of constraint interaction
(sec. 4.2.4): since the f-structures of all headswithin the extended projection
are identi�ed, eachof them is a potential site for a category realizing informa-
tion from the input f-structure. The structures generatedfor the underspeci�ed
input f-structure in (4.35) include the LFG analysesin (4.37) on page 77, for
example.

(4.35)

�
�

�
���

�

PRED `read( ��� � )'
GF�

�

PRED P̀RO'

�

�

GF�

�

PRED P̀RO'
OP Q

�

�

TNS FUT

�
�

�
���

�

The grammar speci�cation given in (4.34) is not totally suf�cient for deriv-
ing analyses(4.37b) and (4.37c). The f-annotation of the speci�er XP in the
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CPrule will introduce the f-structure for what only under a discoursefunction,
i.e. Q-FOCUS. The fact that the value of the Q-FOCUS feature and the gram-
matical function OBJ are token identical (or re-entrant/structure-shared) fol-
lows from an additional f-annotation not shown in (4.34). There are different
ways of achieving the effect. Bresnan(2001) assumesan inside-out functional-
uncertainty introduced by a phonologically empty object NP (or DP) under V

�

.
I assumehere an outside-in functional-uncertainty equation as an additional
f-annotation in the CPrule (Kaplan and Zaenen8995, 154): 23

(4.36) CP � � (XP) (C

�

)
(

�

DF)=

� �

=

�

(

�

DF)=(

�

{ COMP
�

XCOMP}* (GF–COMP))
where the two instancesof DF are the same (i.e., both TOPIC or both
Q-FOCUS, etc.) and GF: the grammatical functions.

The regular expression in the feature path expression in (4.36) (note the
operations disjunction “{

�

}”, Kleene star “*” and complementation “–”) al-
lows one to cover arbitrary long-distancedependenciesbetween the topicalized
argument and the verb introducing the f-structure predicate.

(4.37) a. IP

NP I

�

she I VP

will V

�

V NP

read what

�����
���

�

PRED `read( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

TNS FUT

�����
���

�

23The main reason for adopting the outside-in functional-uncertainty approach is presenta-
tional: the freedom of Gen �



��



�

� , providing all kinds of candidate analysesis brought out clearer
with this variant (without having to go into great technical detail). In (Kuhn 2001a, 335) I
present essentially the samefragment, but basedon the inside-out functional-uncertainty spec-
i�cation.
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b. CP

NP C

�

what IP

NP I

�

she I VP

will V

�

V

read

���
���

�
���

�

PRED `read( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

Q-FOCUS

� �

TNS FUT

���
���

�
���

�

c. CP

NP C

�

what C IP

will NP I

�

she VP

V

�

V

read

�
�

�
�����

�
�

PRED `read( �
�

�)'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

Q-FOCUS

� �

TNS FUT

�
�

�
�����

�
�

Many further aspectsof the non-derivational framework of LFGplay a role
in its use as the baseformalism of an OT system. I cannot go into the details
here (see Bresnan 2001). Note however the differences between the repre-
sentations in (4.37) and the corresponding ones in (2.6), sec. 2.1, which are
set in the GB-based system used by Grimshaw (1997): In the c-structures in
LFG,all elementsare “base-generated”in their “�nal” position. No movements
or chains are assumed; the kind of information captured by these concepts in
GB-style approachesis available in LFG'sf-structures and the correspondence
mapping. The OT constraints can be straightforwardly speci�ed by referring to
(c- or f-)structural con�gurations (seesec.4.4).

To closethis section, it should be noted that although the resulting grammar
is formally an LFG grammar, it is certainly unusual since it “overgenerates”
vastly, producing all universally possible c-structure-f-structure pairings. This
is due to the special role that this LFGgrammar plays as part of an OT model:
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given the different de�nition of grammaticality, the setof analysesgeneratedby
the LFGgrammar is not the setof grammatical analysesof a particular language
(as classicallyassumed). Rather, it is the union over all possiblecandidate sets
– for any input.

4.4 The violable constraints:
markedness constraints

According to the formalization in sec. 4.2, a constraint is generally a func-
tion mapping an input/candidate pair to a natural number (4.20). OT dis-
tinguishes two major types of constraints: faithfulness and markednesscon-
straints. Markednessconstraints are checkedon the candidate analysis alone,
independent of the underlying input. Faithfulness constraints are violated when
the surface form diverges from the underlying form (empirical examplesfrom
phonology and syntax were discussedin sec.3.2). For this reason, the formal-
ization apparently has to rely on a comparison of the input and the candidate
analysis. It turns out that with the conception of candidate generation intro-
duced in sec. 4.3, it is redundant to check the candidate analysis against the
input; so even for faithfulness constraints, a consideration of just the candidate
analysissuf�ces. This point will be discussedin more detail in sec.4.6. For the
time being, I will put faithfulness constraints asideand concentrateon marked-
nessconstraints. The objective is to establish a concrete way of specifying a
constraint asan instanceof the following restricted de�nition:

(4.38) Restrictedde�nition of an OT constraint
Eachconstraint

�

�
�

�

is a function, such that

�

�

� �

�

�

�

� �

�

�

�

In sec. 4.4.1, the formulations of markednessconstraints used in OT-LFG
are reviewed, to provide a basis for discussion of the precise formalization.
Sec. 4.4.2 addressesthe universally quanti�ed character of constraints, com-
ing to the conclusion that this should not be re�ected in the individual con-
straints. Sec.4.4.3 introduces the formalization of OT constraints asconstraint
schemata. Finally, in sec. 4.4.4 I point out that the standard LFG means of
expression are suf�cient to specify OT constraints in accordancewith the as-
sumptions behind OT.
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4.4.1 Markedness constraints in OT-LFG

In most OT work the constraints are formulated in prose. However, it seemsto
be a central assumption that the constraints can be formalized asstructural de-
scriptions of the type of representationsoutput by Gen �

�
� �

�
�

� – i.e., LFGstructures
in our case.Asa set of sampleconstraints, let us again look at an adaptation of
the constraints that Bresnan (2000, sec.2) usesin her illustrative reconstruc-
tion of Grimshaw's(1997) fragment (parts of which I sketchedin sec.2.1). Due
to their original illustrative purpose, thesespeci�c constraints do not necessar-
ily play a role in original OT-LFG accounts (viewing OT-LFG as a theoretical
paradigm, rather than just a formalism). But the meansof expressionused in
theseconstraints can be regarded asrepresentative.

The constraints involved in the derivation of What will sheread, which was
also used for illustration in sec. 2.1, involves the constraints in (4.39) to be
discussedin the following. The tableau for the samplecandidatesfrom (4.37),
basedon theseconstraints, is anticipated in (4.40).

(4.39) a. OP-SPEC (Bresnan 2000)
An operator must be the value of a DF [discourse function] in the
f-structure.

b. OB-HD (Bresnan 2000, (21))
Everyprojected categoryhasa lexically �lled [extended, JK] head.

c. DOM-HD (Bresnan's(2000) STAY (24))
Categoriesdominate their extended heads.

d. ARG-AS-CF
Arguments are in c-structure positions mapping to complement
functions in f-structure.

(4.40)

Input:

��
���������

PRED `read( ��� 	)'
GF�




PRED P̀RO'

�
�

GF�

�

PRED P̀RO'
OP Q



�

TNS FUT

��
���������

O
P-

S
P

E
C

O
B
-H

D

A
R

G
-A

S
-C

F

D
O

M
-H

D

a. [ �	 shewill [ 
	 read what]] *!
b. [ �

	 what [ � 	 shewill [ 
	 read]]] *! *
c. + [ �

	 what will [ � 	 she[ 
	 read]]] * *

(4.39a) OP-SPEC and (4.39b) OB-HD are correspondentsto Grimshaw'scon-
straints with the samename (cf. (2.1)), now basedon the LFGrepresentations.

80

4.4 Theviolable constraints: markednessconstraints

Since in

���
	 


�
�

� (cf. (4.34)) the only way of introducing something under a dis-
course function is as the speci�er of CPor IP (and since the speci�er of VP is
never �lled), (4.39a) amounts to the sameas (2.1a) “Syntactic operators must
be in speci�er position”. (4.39b) relies on a slightly more complicated recon-
struction on the placement of lexical and functional X

�

headswithin extended
projections. The concept of the extendedheadis de�ned to accomodatefor the
possibility of an I

�

or C

�

category to act as the head of categoriesfurther down
in the sameextended projection.24

(4.41) De�nition of extended head (Bresnan 2001, 132)
Given a c-structure containing nodes

�
�

�

and c- to f-structure corre-
spondencemapping

	

,

�

is an extended head of

�

if

[(i)]

�

is the minimal node in

	� �

�

	

�

�

� �

that c-commands

�

without
dominating

�

[and

(ii) the X-bar level of
�

is lessor equal to the X-bar level of

�

, JK].

For our purposes, it suf�ces to note that there are two ways of satisfying
this condition: either (i) the extendedhead is just the ordinary X-bar-categorial
head; or (ii) if there is no X-bar-categorial head, an X

�

category in the same
extended projection (and thus mapping to the same f-structure) becomesthe
extended head, if it is the lowest one c-commanding the category in question
(

�

). This is illustrated in the following examples.

In (4.42a) and (4.42b), the categoriesbelonging to the extended projection
are encircled. In (4.42a), all projected categorieshaveordinary X-bar-categorial
heads: I

�

is the head of IP, I the head of I

�

, etc.25 In (4.42b) however, the
V category is c-structurally unrealized (recall that in the rules all categories
are optional). So, V

�

has no ordinary head; but the extended head de�nition
applies, making I the extended head of V

�

: it is mapped to the samef-structure
and c-commandsV

�

, without dominating it (and being the only such node, it is
also the minimal one).26

24I made condition (ii) explicit to ensure that IP doesnot qualify as the extended head of C

	

in the following con�guration (cf. the discussionof (4.56b) below):

(i) CP

C

	

IP
. . .

25The X

�

categoriesthemselvesdo not have extendedheads;but note that constraint (4.39b)
OB-HD doesnot apply to them.

26Note that VPhasan ordinary extended head again: V

	

.
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(4.42) a. IP

XP I

�

. . . I VP

. . . V

�

V XP

. . . . . .

b. IP

XP I

�

. . . I VP

. . . V

�

XP

. . .

Let us move on to constraints (4.39c) and (4.39d). For Grimshaw's STAY,
Bresnanalso introduces a purely representational formulation, given in (4.39)
as (4.39c) DOM-HD. I use an additional constraint (4.39d) ARG-AS-CF, to dif-
ferentiate betweenhead mobility (covered by DOM-HD) and argument mobility
(covered by ARG-AS-CF). (Note that the formalism would also permit collaps-
ing the two.27)

A further point to note about (4.39c) DOM-HD is that there are two waysone
may interpret this constraint, depending on how the presuppositional phrase
“their extended heads” is resolved. Under the strong interpretation, DOM-HD

is violated even by categoriesthat do not have an extended head at all, so only
categories that have an extended head and dominate it satisfy the constraint.
Under the weaker interpretation, categorieswithout an extended head do not
violate DOM-HD (they do violate OB-HD of course). As can be seen in the
tableau (4.40) on page 80, the interpretation adopted here is the latter one:
Candidate b. incurs no violation of DOM-HD, although the C

�

category has no
extended head, so it doesnot dominate one either. A preciseformulation of the
interpretation adopted would be the following:

(4.43) DOM-HD (revised formulation)
If a projected categoryhasan extendedhead, it dominates the extended
head.

Pinning down the formulation of constraints with means of a formal lan-
guage, as will be done in the following, is a guarantee that ambiguities as just
observedare excluded.

27Bresnan's(2000) systemworks with just a single STAY constraint: (4.39c). The c-structural
introduction of arguments in DF positions incurs a violation of this constraint, since the inside-
out functional-uncertainty approach is used(cf. the discussionof rule (4.36) above), so there is
a phonologically empty argument XPunder V

	

, establishing the token identity of the f-structure
under the DF and the complement function (typically OBJ):

(i) [ �� [ �� what] will [ �� sheread [ �� �]]]
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4.4.2 Universal quanti�cation of constraints

To sum up the observationsof the previous subsection,the violable markedness
constraints in OT-LFGare formulated as conditions on the structural represen-
tations. Both f-structure and c-structure (and the relation between them) are
referred to. For formalizing the primitive relations in the f-structural con�g-
urations triggering a constraint violation, a description language is already in
place: the standard speci�cation language used in LFG'sannotations, as intro-
duced in sec.4.1. As regards c-structure, the con�gurations referred to in OT
constraints may go beyond the local tree accessiblewithin a single context-free
rule (the mother and the immediate daughters), but the extension is rather
straightforward; it is discussedin sec.4.4.4.

So, the problem with constraint formalization lies certainly not in the prim-
itive con�gurational relations. What is more of an issue is the overall logical
structure of constraints. The constraints are not formulated with reference to
a particular structure, they typically take the shape of universally quanti�ed
implications: whenever a structure satis�es the description

�

, it should also
satisfy the description

�
(or if the constraint is speci�ed negatively, no struc-

ture satisfying

�

should also satisfy

�

).

A natural reaction is to try and formulate constraints as universally quanti-
�ed formulae in a feature logic, to range over the complete candidate analysis
to be evaluated. This move would make precisethe logical structure underlying
the natural language formulations of the constraints. I will pursue this idea in
the following. Anticipating the result, this approach will turn out unnatural for
modelling multiple constraint violations.28

Universal quanti�cation

To expressuniversal quanti�cation in the constraints, we need a language that
permits universal quanti�cation over the structural objects (f -structures and c-
structure nodes), and that contains negation (to expressimplication). With a
feature logic including general negation and universal quanti�cation, we can
thus express(4.39a) OP-SPEC as(4.44a).

Following B. Keller (1993), one could alternatively use a logic without the
universal quanti�er , but with general negation and unrestricted functional un-
certainty:29 (4.44b), which is closerto the standard LFGspeci�cation language.

28This section follows the reasoning in (Kuhn 2001a, sec.3.2).
29Kaplan and Maxwell (1988) assumeda restricted interpretation of functional uncertainty,

excluding cyclic interpretation in proving decidability of the satisfaction problem. However,
Ron Kaplan (p.c., August 1999) points out that for functional uncertainty outside the scopeof
negation, the satisfaction problem is generally decidable (correlate of results of Blackburn and
Spaan1993).
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(4.44) a.

� �

�

�

� �
�

�

�

OP

�

�

� �

� �
�

� �

DF

�

�

�

�

b. � �

(

�

GF*) �

� � �

�

OP

� � � �

DF

�

� �

(4.44b) is expressedhere as an f-annotation with

�

referring to the root node
of the grammar,

�

is a local metavariable for an f-structure, similar to the
metavariables

�

and

�

.

For the constraints on c-structure and the c-structure/f -structure correspon-
dence, the language has to refer to c-structure nodes and tree-geometric re-
lations as well. The options for doing this are discussed in more detail in
sec.4.4.4. For the current purpose, these general considerations may suf�ce,
since the approach will be rejected basedon problems with multiple constraint
violations.30

Constraint marking

With the general form of a constraint being a function from analysesto the nat-
ural numbers, we have yet to specify in which way the feature logic formulae
are to be applied. Sincethey are speci�ed in a highly general form, it is conceiv-
able to evaluate them as if attached to the root category of the grammar (for
instance, (4.44b) could be technically usedin this way). Of course,treating the
constraints as ordinary feature logic descriptions to be satis�ed by the correct
analysis fails to capture violability . Or in other words, the “constraints” would
be a part of Gen �

�
� �

�
�

� .

But there is a simple way of allowing candidates to violate the constraint
formulae onceper constraint: The OT constraints are disjoined with their nega-
tion, and a constraint violation mark is introduced in case their negation is
satis�ed. Assumeconstraint

�
�

is speci�ed by the feature logic formula

� �

,
then we can model its application asa violable constraint as

(4.45)

� � � � � � � �

`*

�
�

'�

�

�

MARKS

� �

attached to the root node. From this MARKS set, the constraint marks can be
simply read off: 1 if the constraint mark is in the set; 0 otherwise.31

30Note that decidability is not an issuewith such a logic: Although the general satis�ability
problem for feature logics with universal quanti�cation and general negation is undecidable
(B. Keller 1993, sec.4.4,Blackburn and Spaan1993, sec.5), the useof this logic for constraint
checking on given candidate analyses is unproblematic, since the expressionsare not used
constructively. (This was pointed out by Ron Kaplan (p.c.) and Maarten de Rijke (p.c.).)
The task performed is not checking satis�ability , but model checking, which is easy: the given
candidate structure has a �nite number of nodes and f-structures, thus it can be checked for
each of them whether it satis�es the constraints by instantiating the variables to the given
elements.

31Note that the result will be an LFG grammar that models not only the function Gen �



��



�

�
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Multiple constraint violations

What happens in a schemebasedon the mechanism (4.45) when a candidate
analysis contains several instances of the con�guration excluded by the con-
straint? Obviously, the formula

� �

cannot be satis�ed, so the other disjunct is
picked, introducing a single violation mark. Of course,multiple violations of a
given constraint up to a �xed upper bound could be simulated by formulating
extra constraints that check for the presenceof several instancesof the viola-
tion in the candidate structure.32 This may be acceptablewhen the domain of
competition is locally con�ned to non-recursive structures, but it is unnatural
for the fully recursive generative systemof syntax.

If the possibility of multiple constraint violations is to be granted generally
and without an upper bound, the mechanism checking for constraint satisfac-
tion has to be modi�ed. As the candidate structure is traversed, the constraint
hasto be checkedover and over. Wheneverthe application of a constraint leads
to inconsistency, a violation has to be counted, but the rest of the structure has
to be checkedfor further violations of the sameconstraint.

Since the constraint checking has to traverse the candidate structure any-
way, one may ask if there is still the need for formulating the constraint in a
universally quanti�ed way. Note that the original idea of this format was to
ensure that the constraint rangesover the entire candidate structure (and not
just the outermost f-structure, to give a concreteexample). Moreover, is it clear
at all for arbitrary constraints in sucha highly expressivelogic what constitutes
a multiple violation? For simple implicational constraints with universal quan-
ti�cation over one structural element (an f-structure or a c-structure node) it is
intuitively clear what it meansto violate this constraint more than once; but it
seemsthat expressionsinvolving more than one universal are more problem-
atic. Assumewe wanted to work with the following constraint (4.46a):

(4.46) Hypotheticalconstraint

a. For all DP categories,all their daughters are nominal (i.e., either
N or D projections).

b.

�
�

�

�

DP

�

�

�

�

� �
�

�

dtr

� �
�

�

�

� nom

� � � � �

Now, the following structures are evaluated:

(when used to generate from an input f-structure), but also the function marks. We may thus
call the grammar

�� � ��� �	� �
� � � . I will brie�y come back to this idea in sec.4.5.
32Karttunen (1998) proposesthis for his computational model of OT phonology, which does

not allow arbitrarily many violations of a constraint either. (But seeGerdemannand van Noord
2000.)
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(4.47) a. VP

DP DP

D VP NP

. . . . . . . . .

b. VP

DP DP

AP VP NP

. . . . . . . . .

c. VP

DP DP

D VP AP

. . . . . . . . .

None of the three satis�es (4.46). But how many violations doeseachof them
incur? In (4.47a) and (4.47b), one DP fails to satisfy the condition that all its
daughtersare nominal, while in (4.47c), both do. So,under one interpretation,
(4.47a) and (4.47b) should violate (4.46) once, and (4.47c) twice.

On the other hand, (4.47a) is better than (4.47b), becauseonly one of
the DP's daughters violates the inner implication. Shouldn't one expect then
that (4.47b) incurs two violations? In fact, the modi�ed checking mechanism
sketchedabove,which counts sourcesof inconsistency, would presumablyhave
this effect (unless the mechanismis explicitly set back to the outermost univer-
sal whenever an inconsistencyis encountered).

The problem is also clearly brought out if we look at the following two
reformulations of (4.46):

(4.48) a. Eachdaughter of a DP category is nominal.

b.

� �
�

�

�

�

�

�

dtr

� �
�

�

� �

DP

�

�

� �

� nom

� � � �

(4.49) a. For every category, if it has a non-nominal daughter, then it is not
a DP.

b.

�
�

�

�

� �
�

�

dtr

� �
�

�

� � �nom

� � � �

� �DP

�

�

� �

Both are equivalent to (4.46) in terms of classicalpredicate logic, but read with
the intuitions behind violable constraints, they clearly differ in the number of
violations ascribed to (4.47b): (4.47b) violates (4.48) twice, but it violates
(4.49) only once. This indicates that the use of general formulae of this type
of feature logic is inappropriate for modelling the intuitions behind OT con-
straints, for which we need a precise way of stating what it means to incur
multiple violations of a given constraint.
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4.4.3 Constraint schemata

The recursive applicability of constraints over the entire candidate structures
has to be inherent to the general constraint marking mechanism in order to
allow arbitrary multiple violations. Hence, the universal range does not have
to be stated explicitly in each individual constraint. To the contrary, this makes
the constraints counterintuitive, aswas discussedin the previous section.

Thus,we should give the individual constraint formulations a simpler logical
structure – this is also in line with the methodological principles discussedpar-
ticularly in sec.2.2.4 (cf. alsoGrimshaw 1998). Now, the universal applicability
is implicit to all constraints and will be made effective in the checking routine
that the candidate structures have to undergo after they havebeenconstructed.
At every structural object (either a c-structure node or an f-structure), all con-
straints are applied. This application of the constraints to multiple objects is
the only sourcefor multiple violations – a single structural element can violate
each constraint only once. At each application, the individual constraints are
again interpreted classically.

In order for this to work, the structural object which is being checkedwith
a given constraint has to be clearly identi�ed. I will assumea metavariable �

for this (reminiscent of the � used in standard LFGf-annotations of categories
to refer to the category itself, cf. page 56). (4.48) will for example take the
following shape:

(4.50)
�

�

�

�

dtr

�

�
�

�

� �

DP

�

�

� �

� nom

�

�
�

When the constraints are checked,the metavariable � will be instantiated to one
structural element after the other. Thus, the constraints are actually speci�ed
asconstraint schemata,generating classicalconstraints.

Note that we could now express(4.46b) in either of the following two ways,
reaching the two different effects for the structures in (4.47) discussedabove:

(4.51) a. DP

�

�
�

�

� �
�

�

dtr

� �
�

�
�

� nom

� � � �

b.

�
�

�

�

DP

�

�

�

�

�

dtr

�

�
�

�

�

� nom

�

�
� � �

Expressing(4.51b) in the equivalent form (4.50) may actually be more intuitive
(note that now, equivalencesof classicallogic apply again).

So, we can state the following restriction on constraint formulation, which
allows for a simple concept of multiple violations that is compatible with a
classicalconcept of satis�ability , and also meets the intuitions behind violable
constraints in OT:
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(4.52) Restriction on the form of constraints
Violable constraints are formulated with reference to a unique struc-
tural element, which is referred to by a metavariable ( �).

Scalar constraints

Note that it is compatible with this restriction to assumea “scalar” interpre-
tation of alignment constraints like, e.g., HEAD LEFT (4.53) from (Grimshaw
1997).33 (Under a scalar interpretation, this constraint is violated twice if there
are two intervening elementsbetween a (single) head and the left periphery of
its projection.)

(4.53) HEAD LEFT: (Grimshaw 1997, 374)
The head is leftmost in its projection.

The metavariable-basedformulation allows a clear distinction between the
non-scalarand the scalarversion of this constraint (it is assumedthat the func-
tion proj and the relations dtr and precedeare de�ned appropriately):

(4.54) HEAD LEFT

non-scalar interpretation
head

�

�
�

� � �

�

�

�

dtr

�

�
� proj

�

�
� � �

precede

�

�

�

�
� �

scalar interpretation
cat

�

�
�

� � �

�

�

�

head

�

�

� �

dtr

�

�
� proj

�

�

� � �

precede

�

�
�

�

� �

The �rst formulation is stated from the point of view of the head; since the in-
stantiated schemais interpreted classically (i.e., incurring maximally one con-
straint violation for eachstructural element), a given head can violate this con-
straint only once (even if there are several intervening nodes to the left of it).
The secondformulation is from the point of view of the intervening category;
thus if there are several of them, the overall structure will incur several viola-
tions of this constraint.

33In recent work, Sells (e.g., (1999, 2001)) has proposed an antisymmetric constraint sys-
tem for deriving the typologically attested spaceof c-structure con�gurations, using alignment
constraints of this kind.
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Formalization of the example constraints

With the formal meansof constraint schemata,we are in a position to give the
example constraints from (4.39) a preciseformulation. English paraphrasesfor
the formal speci�cations are given below the formulae.

(4.55) a. OP-SPEC (Bresnan 2000)
An operator must be the value of a DF in the f-structure.

�

f-str

�

�
� � ��

�

� �

�

OP
�

�

� � �

�

�

�

�

� �

�

DF
�

�

�
�

“If � is an f-structure bearing a feature OP (with somevalue), then
there is some (other) f-structure

�

such that � is embedded in

�

under the feature DF.”

b. OB-HD (Bresnan 2000, (21))
Everyprojected categoryhasa lexically �lled [extended, JK] head.

�

Xbar-cat

�

�
� �

Xmax-cat

�

�
� �

�

�

�

�

�

ext-hd

�

�

�

�
� �

“If � is an X-bar or X-max category, then there is somenode � which
is the extended head of �.”

c. DOM-HD (revised formulation) 34

If a projected category has an extended head, it dominates the
extended head.

�
�

�

� �

cat

�

�
� �

ext-hd

�

�

�

�
� �

� dom

�

�
�

�

� �

“For all nodes � such that category � is their extended head, �

dominates �.”

d. ARG-AS-CF
Arguments are in c-structure positions mapping to complement
functions in f-structure.

�

�

�

� �

�

CF

�

�

�
�

�

�

�

�

�

cat

�

�

� � 	

�

�

�

�

� �

lex-cat

�

�

�

�

� � �

“If � is embedded under a complement function CF (in some f-
structure

�

), then there exists a category node � projecting to �,
whose mother is a lexical category, i.e., � is c-structurally intro-
duced as the complement of a lexical category (the canonical po-
sition for CF introduction, according to the mapping principles,
Bresnan2001, sec.6.2).”

34Note that the alternative, stronger interpretation of STAY discussed in connection with
(4.43) can be easily expressedtoo:

�

cat

�� �




�� ��
�

ext-hd

� �
�

� � �

dom

��
�

� �� � �
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When theseconstraints are applied to the samplecandidate set of (4.37) on
page77, we get the following constraint violations listed under the analyses:

(4.56) Candidateanalysesfor tableau (4.40), with the correspondencemapping

	

shownin selectedcases

a. IP

NP I

�

she I VP

will V

�

V NP

read what

�
�����

�
�

PRED `read( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

TNS FUT

�
�����

�
�

* OP-SPEC

b. CP

NP C

�

what IP

NP I

�

she I VP

will V

�

V

read

�
���

�����
�

�

PRED `read( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

Q-FOCUS

� �

TNS FUT

�
���

�����
�

�

* OB-HD, * ARG-AS-CF

c. CP

NP C

�

what C IP

will NP I

�

she VP

V

�

V

read

���
�����

�
�

�

PRED `read( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

Q-FOCUS

� �

TNS FUT

���
�����

�
�

�

* DOM-HD, * ARG-AS-CF
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The constraint violations are derived as follows: In candidate (4.56a), we
have an f-structure that satis�es the antecedentof the implication (4.55a), the
OP-SPEC constraint: the f-structure under OBJ bearsthe feature OP Q. Let us call
this f-structure � for the moment. To satisfy OP-SPEC, � has to be embedded in
somef-structure under a feature DF. This is not the casein candidate (4.56a),
thus we get a violation * OP-SPEC. Note that both of the two other candidates
satisfyOP-SPEC, sincethere the OBJ is token-identical with the value of Q-FOCUS

(an instance of DF).

The f-structure � we were looking at in candidate (4.56a) doeshowever sat-
isfy the remaining three constraints: Constraints (4.55b) and (4.55c) are satis-
�ed trivially , sinceour � is not a c-structure categorysothe antecedentis already
false (making the implication true). However let us look at constraint (4.55d)
ARG-AS-CF: with

�

instantiated to the outermost f-structure (the only possibil-
ity), the antecedent is satis�ed: � is indeed embeddedunder a CF, namely OBJ.
So does � also meet the consequent? There is only one category projecting to

�: the lower NP node, and fortunately its mother – V

�

– is a lexical category,
as required. So we get no violation of ARG-AS-CF. All other c-structure and f-
structure elementsof candidate (4.56a) satisfyall four constraints, so* OP-SPEC

is the only constraints violation we get.

Let us now look at candidate (4.56b). Since there is no C category in the
tree and IP does not qualify as the extended head of C

�

(cf. de�nition (4.41)
and footnote 24 on page 81), we get a violation of (4.55b) OB-HD. Checking
(4.55d) ARG-AS-CF, we can again instantiate

�

as the outermost f-structure,
and � as the f-structure under OBJ. There is a single category node mapping
to �: the NP in the speci�er to CP(note that the f-structure under OBJ and Q-
FOCUS is token-identical). In order to satisfy the constraint, the mother node of
this NP – CP– would have to be a lexical category. This is not the case,so we
get * ARG-AS-CF. The other constraints are fully satis�ed.

Candidate (4.56c) shareswith (4.56b) the con�guration violating ARG-AS-
CF. If we look at C

�

however, we note that (4.55b) OB-HD is satis�ed here:
since C is �lled we do �nd an extended head. Note that I

�

too has an extended
head, although there is no X-bar-categorial head I; C is in the appropriate c-
commanding position and has the right bar-level. However, I

�

violates (4.55c)
DOM-HD: since it has an extended head, it would also have to dominate this
head for satisfying DOM-HD.

With the constraint ranking OP-SPEC, OB-HD

�

ARG-AS-CF, DOM-HD for
English, we get (4.56c) as the most harmonic of these three (and in fact all
possible) candidates,asshown in tableau (4.40) already.
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Constraint marking

Based on the constraint schemata proposed in this section, the marking of
constraint violations incurred by a given candidate structure is conceptually
straightforward. For eachstructural element (c-structure node and f-structure),
the set of constraints is applied, with the metavariable instantiated to the re-
spective element. When the application of a constraint fails, the candidate is
not rejected, but the count of constraint violations is increased.

So, the constraint marking function from candidateanalysesto natural num-
bers can be given a precisespeci�cation, basedon the cardinality of the set of
structural elementsfor which the instantiated constraint schemais not satis�ed
by the candidate analysis:35

(4.57) Schema-basedde�nition of an OT constraint

�

�

� �

�

�

�

� �

�

� 


�

�

� is a structural element of

�

�

�

and

�

�

�

�

� ��

�

� � �

�
�

�

� � �

�

where

� � �

�
�

�

�

is a constraint schema

� �

formalizing

�

�

, with � instanti-
ating the metavariable �.

4.4.4 Constraint schemata as standard LFG descriptions

In this section, I adjust the formulation of OT constraints further, basedon the
observation that it can be brought closer to the formulation of familiar, classical
constraints in the LFG framework. The expressivenessis slightly reduced by
this move, which should be consideredan improvement, sincethe linguistically
relevant constraints for OT syntax can still be expressed.

OT constraints of c-structure

The constraint formalization of the previous section (and Kuhn 2001a) makes
use of intuitively named predicates over categories and tree con�gurations
(e.g., ext-hd, dom, lex-cat, etc.). A precise de�nition for these predicates was
not given since the focus of presentation was on the question how to formalize
the idea of multiply violable constraints. Neverthelesswe need to �nd a more
explicit account.

35The adoption of a set-theoretical view wassuggestedby Ron Kaplan (p.c.) and Dick Crouch
(p.c.).
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A slight dif�culty in this task is that the intuitive difference betweenclassical
LFG constraints and typical OT constraints seemslarger for constraints on c-
structure than for constraints on f-structure. In the latter case, propositions
about certain graph con�gurations have classically been expressedas Boolean
combinations of various types of equations. This can easily be transferred to
violable OT constraints, which add certain implications etc. For constraints
on c-structure, the classical means of expression in LFG have been context-
free rewrite rules (extended to allow regular operations such as optionality,
union/disjunction, and Kleene closure). Here, it is not so obvious how the
typical implications of OT constraints should be added. For instance, at what
level should the difference between the I

�

nodesin the following tree structures
(one satisfying, one violating OB-HD) be stated?

(4.58) a. CP

NP C

�

. . . IP

NP I

�

. . . VP

. . .

b. CP

NP C

�

. . . C IP

. . . NP I

�

. . . VP

. . .

There are various possible formats for stating such c-structure constraints.
Underlying in the previous section there wasa tendency to move away from the
standard means of grammar speci�cation in LFG, suggesting the introduction
of a totally new tree speci�cation language. So, on the one hand the trees
in (4.58) are constructed according to the inviolable constraints in Gen �

�
� �

�
�

� ,
which are formulated in the form of (extended) context-free rewrite rules. But
for the violable OT constraints, a new, more general tree description language
hasbeen assumed.

For an analysisof further computational properties of the account, this move
is problematic, since it would make the transfer of formal results from classi-
cal LFG to our situation unnecessarilydif�cult. It is also possible to state the
constraints in a more familiar format.

We havestill at least two choices: one could follow the proposal of Andrews
and Manning (1999), who modify the classicalprojection architecture of LFG
to encodecategorial structure asattribute-value matrices (inspired by HPSG36).
In such a framework, implicational OT constraints could be expressedas com-
binations of feature equations describing theseattribute-value matrices.

36Head-Driven PhraseStructure Grammar, Pollard and Sag1994
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The other alternative, which I will follow here, does not involve any mod-
i�cation of the classicalf-structure representation of LFG.The additional con-
straints on c-structure are expressedas regular expressionsover sequencesof
categoriesin local subtreecon�gurations. 37 For instance,a constraint could de-
mand that in a local subtreedominated by I

�

, an I daughter is present: (4.59). 38

The general format of constraints is implicational

� � �

, to be read as “if a
local con�guration satis�es description

�

, then it also has to satisfy description

�

in order to satsify the constraint”.

(4.59) Illustrative constraint: I

�

-HAS-I-HEAD

�=I

� � �

?* I ?*

With just the ordinary set of c-structure symbolsavailable, this account has
a very limited expressiveness.The different statusof (4.58a) and (4.58b) could
not be detected, since at the local subtree level, the two representations are
indistinguishable.

However, we can extend the set of category symbols to allow for more �ne-
grained distinctions to be made. The standard convention is to encode the
lexical class(N, V, A, P), the bar level and the functional/lexical distinction in
the category symbols. Some of this information would be recoverable from
the tree structure; for example, if the lexical class was only encoded in the
X

�

categories and not in their projections, one could still detect it by tracing
down the X-bar projection line.39 With the explicit encoding of lexical class
in higher projections, this information is made available up to the XP level,
where it is required to expressconstraints on possiblecombinations of maximal
categorieswith other material. So, the de�nition of the X-bar categorical head
is effectively precomputed: the rewrite rules are speci�ed in a way that ensures
that the lexical classof a projection is the sameas the one of its projecting X

�

head.

Now, the same idea of precomputing relevant information from the c-
structure con�guration and providing it as part of a category name can be ap-
plied in other situations. For instance we could distinguish between IPccxhy
and IPccxhn (for c-commandingextendedheadyes/no), basedon rules like the
following:

37I use the term local subtree to refer to subgraphsof trees with depth 1.
38As in the XLEsystem'srule notation, the `?' is assumedto denote arbitrary category sym-

bols; the stars (`*') are Kleene stars. So, the regular expressionon the lower side of the local
tree in (4.59) is matched by all category strings containing at least one occurrenceof I.

39This reasoning is basedon a more classicalset-up, where the X

�

headscannot be missing;
to extend it to the current LFG set-up where all categories including heads are optional, one
might assumethat projections with missing X

�

headsare underspeci�ed for lexical class.
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(4.60) C

�

� C IPccxhy
C

�

� IPccxhn
IPccxhy � (XP) I

�

ccxhy
IPccxhn � (XP) I

�

ccxhn
I

�

ccxhn � (I) (VP)
I

�

ccxhy � (I) (VP)

The symbol IPccxhn is introduced in the secondof the two C

�

productions, i.e.,
when a c-commanding extended head (i.e., the C category) is missing: this in-
formation is propagated down to the I

�

level. (Of course,the sameconstruction
would have to be introduced for the VP, but this is omitted here for simplicity.)
We can now formulate the exact conditions for the OB-HD constraint at this
level:

(4.61) Partial speci�cation of constraint: OB-HD

�=I

�

ccxhn � �

?* I ?*

Without the c-commanding extended head being present, the I

�

has to have a
local I head in order to satisfy OB-HD; when a c-commanding extended head is
present, there are no restrictions on the local subtree.

With the describedtechnique of threading the relevant information through
the c-structure skeleton, all distinctions with a �nite set of relevant choicescan
be “imported” to the scopeof a local subtree.

Explicit generalizations over c-structure

A possible objection to the proposed schemeof formulating c-structural con-
straints is that generalizations are not expressedexplicitly in the Gen �

�
� �

�
�

� rules
and in the OT constraints. Instead, a massivelydisjunctive speci�cation seems
to be required for non-trivial systems.

However, there are several ways of ensuring that at the level of grammar
speci�cation, the underlying generalizations are indeed explicit. In (Kuhn
1999b, 4.1), I distinguish two strategies: the representation-based vs. the
description-based formulation of c-structural generalizations. In both cases,
the idea is that entire classesof categories can be constrained with a single
rule or principle. The representation-basedstrategy modi�es the representa-
tion of categories,no longer viewing them as atomic symbolsbut assumingan
internal structure (thereby making explicit a conceptual classi�cation that is
assumedanyway). The IP category, for instance, can be seenas a combination
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of category-level “features” for lexical class V, bar-level 2 (or maximal), and
category type functional, which we may write as

�

V, 2, func

�

. It is obvious how
further distinctions can be added to this scheme(to give us

�

V, 2, func, ccxhy

�

,
for instance, to signal the existence of a c-commanding extended head). As
long as all features have a �nite range of values and there is a �nite num-
ber of features, the fundamental LFG set-up remains unchanged.40 But now,
generalizations over rules can be expressedmore explicitly by constraining the
co-occurrenceof category features within rules. In particular, OT constraints
can be formulated that expressimplications basedon particular category fea-
tures, leaving the rest underspeci�ed. A more general speci�cation of (4.61)
would be

(4.62) Generalized(partial) speci�cation of constraint: OB-HD

�=

���
� 1

�

2,

�

, ccxhn

� � �

?*

���
� 0,

�

, _

�

?*

Note that as a prerequisite for this technique of constraint speci�cation,
principles about the inheritance of all relevant category-level features in the

�
�

	 


�
�

� have to be explicitly stated. It is beyond the scopeof the present dis-
cussion to go into details of such a speci�cation. I will assume that

�

�
	 


�
�

�

is speci�ed in such a way that (i) the c-structure in all candidate analysesis
in accordance with the intuitive de�nition of the properties encoded by the
category-level features, and (ii) all combinations of categoriesconforming with
the de�nitions are effectively generated. The

�

�
	 


�
�

� grammar speci�cation is
simply taken as the formal de�nition of all category-level features involved, so
there is no danger of generating any incorrect candidates(in a technical sense).

The other strategy for expressing generalizations about c-structure (the
description-basedformulation) keepsup atomic categorysymbols,but provides
a richer language for describing categories: the category IP is in the denota-
tion of meta-category names like V-cat, Xmax-cat, and Func-cat, which can be
intersected as appropriate. This strategy can be directly integrated into the
classical regular-language speci�cation of LFG rules. However, it does not al-
low one to generalize over entire classesof meta-categories,so I keep to the
representation-basedstrategy assumingcomplex categories.

Excluding universal quanti�cation from the constraint schemata

Having simpli�ed the formulation of c-structural OT constraints, we should
now take another look at universal quanti�cation (which is not included in

40The XLEimplementation provides the discussedconceptof complex categories,constraints
about which are formulated in parametrizedrules. For the category-level features a positional
encoding is used; the format for complex categoriesis

�� �� � � 	

.
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the means of expressionof standard LFG). According to sec.4.4.3 (and Kuhn
2001a) universal quanti�cation is still allowed in the constraint schemata,al-
though it is no longer usedto account for multiple constraint violations (cf. the
discussionof sec.4.4.2). In the formulation of sampleconstraints in sec.4.4.3,
we do �nd a useof the universal quanti�er , in the DOM-HD constraint (4.55c),
repeatedbelow.

(4.55) c. DOM-HD (revised formulation)

If a projected category has an extended head, it dominates the
extended head.

�
�

�

� �

cat

�

�
� �

ext-hd

�

�

�

�
� �

� dom

�

�
�

�

� �

“For all nodes � such that category � is their extended head, �

dominates �.”

Clearly, this universal quanti�cation hasbeenmade obsoleteby the move to the
more canonical formulation of c-structural OT constraints, according to which
the property of having an extended head is now encoded in the c-structure
categories.But evenwithout this move, the usein (4.55c) would not justify the
need for full universal quanti�cation: according to the de�nition of extended
head (see (4.41), adapted from Bresnan 2001, 132, and note the minimality
condition), the relation ext-hd

�

�
�

� �

could be rewritten in a functional notation,
with ext-hd

�

� � �

�

�

. So, (4.55c) could be reformulated as follows: 41

(4.63) cat

�

�
�

� dom

�

�
� ext-hd

�

�

�
� �

Further uses of universal quanti�cation occur in the two versions of the
hypothetical constraint �rst introduced in (4.46) and discussedin sec. 4.4.3.
Their schema-basedspeci�cation is repeatedbelow.

(4.51) a. DP

�

�
�

�

� �
�

�

dtr

� �
�

�
�

� nom

� � � �

b.

�
�

�

�

DP

�

�

�

�

�

dtr

�

�
�

�

�

� nom

�

�
� � �

Concerning (4.51b), we can again exploit the functional character of the
daughter relation: dtr

�

�
�

� �

iff

�

�

�

�

�

�

, which givesus

41ext-hd

	

is a partial function – some categorieshave no extended heads. One might de�ne
a proposition containing an unde�ned functional expressionto be false, then the consequent
of (4.63) would become false, and the entire constraint would become true/satis�ed for a
category which hasno extended head.
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(4.64) DP

�

�

�

�
� �

� nom

�

�
�

In (4.51a), we do have a “real” example of universal quanti�cation. The
intuition is that in order to satisfy this constraint, all daughters of category �

have to be nominal. But since the property checkedfor in the constraint – hav-
ing nominal daughters exclusively – is locally con�ned, it would be possibleto
introduce a complex-category-leveldistinction on mother categoriesencoding
whether or not they have this property. Then the constraint would only need
to check for the relevant category feature. Alternatively, a binary-branching
re-coding of the c-structure could be assumed and the property nom could
be checked with a simple constraint schema at each level, so the universal-
quanti�cation effect would be shifted to the universal application of constraint
schemata.

I take these examples to show that after the move to constraint schemata,
which are evaluated at every structural object, universal quanti�cation is no
longer required for linguistically interesting constraints. In fact it goesagainst
the generalprinciple of keeping the individual constraints simple and exploiting
constraint interaction for higher-level effects.

This means in particular that for the f-structural OT constraints we can re-
strict the format available for the formulation of constraint schemata to the
format of standard LFG f-annotations (with the metavariable � added). Note
that this excludesconstraints like the following, universally quantifying over all
possiblefeature paths in an f-structure:

(4.65)

�

PATH�

�

�

� �

�

PATH

�

�

�

�

�

�

CHECK

�

�

�

�

This constraint checksan entire f-structure with all substructures for a partic-
ular property ([ CHECK +]). Note that when this schema is instantiated with
different partial f-structures, we get a funny behaviour: a violation originating
from a certain embedded f-structure � lacking the speci�cation [ CHECK +] is
counted over and over again; so, we get multiple violations of the constraint,
but the number of violations doesnot dependon the number of offensivepartial
f-structures, but rather on the sizeof the overall f-structure. A more reasonable
behaviour results if we use the metavariable for the local f-structure that is de-
manded to have the speci�cation [ CHECK +]. In other words, we do away with
universal quanti�cation within the constraint schemata.

So, concluding this section, the constraints in the OT-LFGsetting can be re-
stricted to (i) conditions on local subtreesin c-structure (making useof complex
category speci�cation for generality), and (ii) functional annotations contain-
ing the metavariable �. In addition, we allow for a combination of c-structural
and f-structural restrictions, so OT constraints can expressconditions on the
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structure-function mapping. This restricted format will be most relevant for
decidability considerations discussedin sec. 6.2. For other discussionsin the
following, I will keep up the more perspicuousconstraint schemaformat using
intuitive predicatesand universal quanti�cation.

4.5 Constraint marking: description by analysis
vs. codescription

Given the schema-basedde�nition of constraints, the overall constraint vio-
lation pro�le of a given candidate results when the counts for the individual
constraints are taken together. The way candidate set generation and con-
straint marking have been de�ned suggestsa clear conceptual split between
the two abstract processes:Candidate generation is prior to constraint mark-
ing, and one may want to think of the latter starting only once the former has
�nished. However, with the restriction to constraint schematareferring to sin-
gle structural elements,an alternative way of conceiving of constraint marking
is opened up: we may envisagecandidate generation and constraint marking
as a combined abstract process. This alternative view has certain advantages,
for instance in practical grammar writing, where the constraint marking can
be coded into the grammar rules specifying the inviolable principles. In this
section, I will make a few remarks about the two views.

There is a parallel to different approachesof realizing semanticconstruction
in an LFG grammar: the descriptionby analysisapproach vs. the codescription
approach. In the former, semantic construction starts only once the f-structure
analysis has been created; in the latter, f-structure and semantic structure are
built up simultaneously (see e.g. Kaplan 1995 for discussion). The constraint
marking approach working with two separateabstract processesworks as de-
scription by analysis. The constraint violation pro�le of a candidate (corre-
sponding to semanticstructure) is built by traversing the previously constructed
syntactic analysis.

But as long as there is a unique place in the grammar/lexicon from which
a certain structural element can be introduced, we can attach the constraints
it has to meet in the rule or lexicon entry already. This becomespossiblesince
the constraints are formally restricted to be talking about a single structural
element. What we have got now is a codescription approach. For c-structure
categories, it is true that there is such a unique place: we can attach the con-
straints in the rules for nonterminals and in the lexicon entries for terminals.
With f-structures, we have to be careful, since due to uni�cation, there is not
generally a unique source in the grammar/lexicon for an f-structure. For all
PRED-bearing f-structures, the instantiated symbol interpretation of semantic
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forms (cf. page59) guaranteesuniquenesshowever. Hence,attaching the con-
straints wherever a PRED-value is introduced capturesthis subsetof f-structures,
and a generalization to all f-structures is possible.42 This meansthat a general
conversion from description by analysis to codescription – and vice versa – is
possible.

As in the grammar-basedconstraint marking discussedbrie�y in sec.4.4.2
(cf. footnote 31 on page 85), we have to ensure the violability of the attached
OT constraints. We can again disjoin the constraints with their negation – this
time not just for the root category, but potentially for every category in each
rule. As a result we will again have a grammar that performs both the task of
candidate generation and constraint marking; thus we might call it

�

�
	 


�
�

��� �� � �� .

Constraint violation marks are introduced to the MARKS multiset in the
places in the grammar where the structure violating a constraint is created.
For example, we may want to formulate the constraint (4.55c) DOM-HD by
making the following annotation in eachof the grammar rules (cf. (4.34)):

(4.66) C

�

� �

�

C

�

�

�

��
��
��
�

	

*DOM-HD

� (

�

MARKS)




(IP)

In the original rule, the head C was simply optional “(C)”, now we have an
explicit disjunction of C and the empty string 	. At c-structure, this is equivalent
( 	 is not a phonologically empty category, it is indeed the empty string in the
formal language sense). However, at f-structure, we can now annotate the
option not realizing C with the introduction of the constraint violation mark
*DOM-HD.

Since constraint marks can now be introduced into the MARKS multiset in
every rule, we have to ensure that all contributions are collected and made
available at the root node of the analysis.43 This can be achievedby identifying

42The generalization would work as follows: even for f-structures without a PRED-value, a
feature taking an instantiated symbol asits value is assumed.Let uscall it ID. The Completeness
condition is extendedto demand that in a well-formed f-structure, all substructurescontain this
feature ID. The value for ID is introduced in the constraint marking schematafor f-structures,
which are optionally applied in all rules and all lexicon entries, whenever there is a referenceto
an f-structure. Since the value is an instantiated symbol, only one application of the schemata
can be performed on each f-structure. When there is uni�cation, i.e., other rules or lexicon
entries referring to the samef-structure, the optionality of application will ensure that they are
not applied again. But Completenessensuresthat they are applied once. Of course there is a
non-determinism leaving open which rule/lexicon entry is the one setting the ID value. But this
doesnot affect the result.

43As Ron Kaplan (p.c.) pointed out, the collection of marks need not be realized within the
grammar of course,since evaluation is a grammar-external processanyway; thus, the identi�-
cation of the MARKS feature is an unnecessaryoverhead.
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the MARKS feature of all daughter constituents with the mother's by the equa-
tion (

�

MARKS)=(

�

MARKS), creating a single multiset for the complete analysis.
Note that multiple violations of a single constraint fall out from the use of a
multiset.44

If we now use a special projection � instead of the feature MARKS (so the
membershipconstraint from (4.66) readsas“* DOM-HD

� �”) we are very close
the systemof (Frank, King, Kuhn, and Maxwell 2001), which is built into the
Xerox Linguistic Environment (XLE) LFGparsing/generation system. The pro-
jection � is always a multiset of constraint violation marks and we can assume
implicit trivial equations in the rules, so the �-structure of all constituents is
identi�ed. The XLEsystemalso provides an (extended) implementation of the
Eval-function, basedon the marks introduced to the �-projection, and a domi-
nancehierarchy speci�ed in the con�guration section of the grammar.45

One advantageof the grammar-basedor codescription approach is that of-
ten the constraint formulation becomessimpler: the triggering con�gurations
for constraint satisfaction/violation do not have to be restated when they have
an obvious location in the grammar speci�cation. A good example is constraint
(4.55d) ARG-AS-CF: the description-by-analysisapproach with the strict sepa-
ration of candidate generation and constraint marking enforcesa remodelling
of the c-structure con�guration in which complementsof lexical categoriesare
mapped to the embedded CF. In the codescription account, a constraint viola-
tion mark can be introduced when an argument is c-structurally introduced in
the non-canonical position, making useof functional uncertainty.46

44An alternative way using a standard set would be to interpret the constraint marks intro-
duced as instantiated symbols(like the PRED values in standard LFG), i.e., aspairwise distinct.

45As Frank, King, Kuhn, and Maxwell (2001) discuss in detail, XLE distinguishes several
typesof constraint marks – in particular preferencemarks besidesdispreferencemarks. For the
purposesof modelling a standard OT account, the dispreferencemarks suf�ce.

46The two formulations are not strictly equivalent. When an argument is realized in the
two c-structural positions simultaneously (like split NPs in German, according to the analysis
of Kuhn 1999a; Kuhn 2001c), the description-by-analysisformulation is satis�ed, whereas the
codescription formulation is violated. It dependson the linguistic account which variant meets
the intentions.
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(4.67) ARG-AS-CF
Arguments are in c-structure positions mapping to complement func-
tions in f-structure.

Description-by-analysisformulation

�

�

�

� �

�

CF

�

�

�
�

�

�

�

�

�

cat

�

�

� � 	

�

�

�

�

� �

lex-cat

�

�

�

�

� � �

Codescriptionformulation (just adding the violation mark introduction
to rule (4.36))

CP � � (XP) (C

�

)
(

�

DF)=

� �

=

�

(

�

DF)=(

�

{ COMP

�

XCOMP}* (GF–COMP))
*ARG-AS-CF� �

A further, practical advantage of the grammar-basedconstraint marking is
that it makes it easyto focus on some speci�c phenomenon, abstracting away
from irrelevant interactions. This allows a linguist to write an experimental
grammar fragment rather fast: writing the LFGgrammar that models Gen �

�
� �

�
�

�

happens simultaneously to thinking about the constraints. So, in particular
one can focus attention on a small set of relevant constraints, only generating
the candidate distinctions at stake.47 Different hypothesiscan be checkedvery
quickly. Parts of the grammar that are not at the center of attention can be
realized with a classicalLFGanalysis.

Of course,the fact that the grammar writer herself/himself candecidewhich
constraints to checkin which rule bearsa certain risk, especiallywhen the frag-
ment grows over time: important interactions may be misjudged as irrelevant
and thus left out. Later decisions are then set against an incorrectly biased
background, and it may get hard to keep the entire constraint system under
control. This is a familiar risk in grammar writing, occurring whenever some
underlying generalizationsare not made explicit in the grammar code.48 Sothe
selectivestrategy of constraint checking is presumably best applied to small or
medium-sized grammar fragments of theoretical interest. For larger fragments,
the learnability of OT systemsbasedon empirical data should be exploited and
thus the spaceof candidate variance should not be restricted too much by man-
ual preselection.

47With this strategy, it was relatively easyto implement the relevant aspectsof the OT frag-
ment of (Bresnan 2000, sec. 2) in the XLE system, i.e., leaving aside instances of constraint
violation where they were obviously irrelevant.

48See(Kuhn and Rohrer 1997; Kuhn 1998; Kuhn 1999b; Butt, Dipper, Frank, and King 1999;
Butt, King, Niño, and Segond1999; King, Dipper, Frank, Kuhn, and Maxwell 2000) for relevant
discussion.
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4.6 Faithfulness constraints

In sec.4.4, OT constraints were discussed,with a limitation to thoseconstraints
that can be checked on the candidate analysis alone (i.e., without reference
to the input). This seemsto exclude faithfulness constraints, which are vio-
lated exactly in those caseswhere the candidate analysisdiverges from the in-
put. Furthermore, the restriction of the candidate generation function Gen �

�
� �

�
�

�

made in sec.4.3 (de�nition (4.30) is repeatedbelow for convenience)seemsto
preclude (overly) unfaithful candidates from getting into the candidate set in
the �rst place: by de�nition, all candidates are f-structurally subsumedby the
input f-structure and may not add any semantically relevant information.

(4.30) Restrictedde�nition of Gen

Gen �
�

� �

�
�

�

�

�
�

	

�

� {

�

�

�

�

�

�
�

�

�

�
�

	 


�
�

�

� �

�

�
	

� �

�

, where

�

�

contains
no more semantic information than

�

�
	 }

Excluding unfaithful candidate in Gen �
�

� �

�
�

� – even if it was just for the mas-
sively unfaithful candidates – would go against the methodological principle
(3.1), according to which as much as possible should be explained as a con-
sequenceof constraint interaction. The fact that overly unfaithful candidates
play no role when it comesto �nding the most harmonic candidate should fol-
low from constraint interaction alone. So, Gen �

�
� �

�
�

� should provide arbitrarily
serious faithfulness violations. As discussedin sec.3.2.4, the candidate set for
Ann laughedshould for example contain the following candidate strings (and
in�nitely many more):

(3.19) a. Ann laughed

b. Ann did laugh

c. it laughed Ann

d. laughed

e. Ann

f.

g. she laughed

h. shedid

i. Ann yawned

j. John yawned

k. Ann saw him, etc.
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As I will show in this section, the restriction of Gen �
�

� �

�
�

� is indeed com-
patible with the intuitive concept of unfaithfulness in syntax, as discussedin
sec.3.2.3. Morevover, this restriction makesredundant a dependenceof faith-
fulness constraints on the input (besides the candidate analysis), so the form
of constraints introduced in sec.4.4 encompassesboth markednessconstraints
and what is intuitively regarded as faithfulness constraints.

The last point involves a terminological issue, which I would like to clear
up in advance: it is conceivableto de�ne faithfulness constraints asopposedto
markednessconstraints by their referenceto the input. Under this terminology
the point of this section is to show that the representationsassumedin syntax
work best with a systememploying no faithfulness constraints at all. However,
I will keep up the intuitive terminology where a faithfulness violation occurs
when the surface form diverges from the underlying form, not implying that
the constraints do really accessthe input representation.

4.6.1 Faithfulness and the subsumption-based conception
of Gen ��� �� � �

De�nition (4.30) looks very restrictive, with the subsumption condition disal-
lowing the deletion of input information (as seemsto be required for modelling
MAX-IO violations, cf. (3.14), repeated here), and an additional clause ex-
cluding the addition of semantic information (cf. DEP-IO violations/epenthesis,
cf. (3.7)).

(3.14) Droppedpronominal in Italian

a. He hassung

b. _ ha
has

cantato
sung

(3.7) Expletivedo in English

a. Who did John see

b. Wen
whom

sah
saw

John
John

However, the restrictive de�nition of Gen �
�

� �

�
�

� has at least two motivations:
learnability (discussed in sec.3.3) and computational complexity (which will
be discussedfurther in chapter 6). Hence, it would be problematic to relax
the restriction in order to permit the generation of unfaithful candidates. But
the intended faithfulness violations can indeed be captured within the limits
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of this de�nition, by regarding unfaithfulness as a tension between f-structure
and the categorial/lexical realization: At f-structure, semantic information may
neither be added nor removed (thus the interpretation of all candidatesis iden-
tical, which is important for the learner to rely on). C-structure on the other
hand may contain material without an f-structure re�ex (epenthesis), or leave
f-structure information categorially unrealized (deletion). In the setup of LFG,
this possibility canbe conveniently located in the (morpho-)lexical annotations.

The lexical f-annotations specifysemanticand morphosyntactic information.
(4.68) showsthe lexicon entry for (the full verb) did with two equations in the
f-annotations.

(4.68) did V * (

�

PRED) = `do'
(

�

TNS) = PAST

In analysis trees, the lexical f-annotations are sometimes shown below the
phonological/orthographic forms for the terminal symbols (cf. (4.8)). Since
they convey the morphological and lexical information, thesef-annotations are
called the `morpholexical constraints' in Bresnan's (2000) terminology (note
that the term constraints is not used in the OT senseof violable constraints
here). Standardly, these functional annotations are treated exactly the same
way as annotations in grammar rules. This means that after instantiation
of the metavariables (

�

) they include, they contribute to the overall set of f-
descriptions the minimal model of which is the f-structure.

As Bresnan(2000) discussesfor the expletive do, the DEP-IO-violating use
of a lexical item can be modelled by assumingthat (part of) its morpholexical
contribution is not actually used in the construction of the f-structure. In the
examples to follow, I illustrate this by encircling the respectivemorpholexical
constraint. The ways of checking such a violation technically are discussedin
sec.4.6.2.

(4.69) is an example of an expletive use of the pronoun it in English, as
assumed,e.g., in (Grimshaw and Samek-Lodovici1998, sec.4). (4.70) is the
well-known exampleof the expletive do.49 Note that in contrast to classicalLFG,
in both these casesthe ordinary lexicon entry is used, i.e., referential it , and
full verb do. They are just used in an unfaithful way. (In classicalLFG,special
lexicon entries are assumedthat do not introduce their own PRED value.) In
Grimshaw's terminology this type of faithfulness violation is also referred to as
a caseof unparsinga lexical item's lexical conceptual structure.

49In theseexamples,I usethe categorysymbol FPfor the functional categories,rather than a
a concreteinstancelike IP. This is meant to suggestthat in principle, arbitrarily many functional
projections can occur in an extended projection. The structures that we actually observearise
through the interaction of markednessand faithfulness constraints.
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(4.69) Violation of DEP-IO

��
�

PRED `seem( �)'

COMP

�

PRED `sing( �)'
SUBJ

�

PRED `Maria'

�
�



�

��
�

FP

NP F

�

it VP

(

�

PRED)=`it' V FP

seems that Maria sings

(

�

PRED)=`seem' . . .

(4.70)

��
���������

PRED `see( �� 	)'
TENSE PAST

SUBJ




PRED `pro'

�
�

OBJ

�

PRED `person'
OP

�



�

��
���������

FP

NP F

�

who F VP

(

�

PRED)=`person' did NP V

�

(

�

OP)=+
(

�

PRED)=`do' they V

(

�

TENSE)= PAST (

�

PRED)=`pro' see

(

�

PRED)=`see'

MAX-IO violations are the opposite situation. Some part of the f-structure
(re�ecting the input) is not being contributed by any of the lexical items' mor-
pholexical constraints. In the examples, this is highlighted by encircling the
respective part of the f-structure. (4.71) is a pro-drop example from Italian.
Note that – again asopposedto classicalLFG– the PRED value of the subject is
not introduced by the in�ection on the verb; it simply arises“from nothing” as
a faithfulness violation.
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(4.71) Violation of MAX-IO (3.5)

�

SUBJ

�

PRED `pro'

�

�

PRED `sing( �)'

�

VP

V

�

V

canta

(

�

PRED)=`sing'

With such MAX-IO violations being part of the candidate space,it becomes
conceivableto set up an OT account of ellipsis that explains the (im)possibility
of ellipsis in context asan effect of constraint interaction. Let us look at the can-
didate (4.72) as one such MAX-IO-unfaithful candidate. It is the c-structure/f -
structure analysisassumedfor B's reply in dialogue (4.73). 50

(4.72) MAX-IO-unfaithful candidatein an ellipsisaccount

CONJP

CONJ FP

and F

�

(
�

CONJ)= AND VP

V

�

(

�

COMP)=

�

FP

F

�

VP

V

�

(

�

OBJ)=

�

NP

Ann

(

�

PRED)=`Ann'

��
�������������������������

CONJ AND

PRED `claim( ��� 	)'
SUBJ




PRED J̀ohn'

�
�

COMP

�
�������

PRED `see( �� 	)'
SUBJ




PRED `Bill'

�
�

TNS PAST

OBJ




PRED Ànn'

��



�
�������

�

��
�������������������������

50The representation builds on L. Levin's (1982) analysis of sluicing, assuming that at f-
structure, the antecedentstructure is fully re�ected.

107



Theformalization of OT syntax in the LFGframework

(4.73) A: John claimed that Bill saw Sue.

B: And Ann.

This example is interesting since it illustrates the need for arbitrarily large
portions of dropped material (the recursive embedding in A's utterance could
be arbitrarily deep, which would have to be re�ected in the f-structure for B's
reply, according to the account assumedhere).

Note the non-branching dominance chain dominating Ann in (4.72). With
the re-occurrence of the categories, this structure would be excluded by the
offline parsability condition in classicalLFG (4.14). So, if we want to model
the ellipsis data with such representations, construing the amount of context-
recoveredinformation asan effect of constraint interaction, the grammar

�

�
	 


�
�

�

de�ning the possible candidate analyses cannot be subjected to the of�ine
parsability condition. This will �x the choice (4.25a) discussedin sec. 4.2.2
and 4.2.4. We get an LFG-style grammar that is not strictly an LFG grammar,
producing a supersetof analyses. The additional analysesdo not produce any
new terminal strings, but they provide strings already covered with in�nitely
many new f-structural interpretations (as required for the ellipsis analysis).

Giving up the classicalof�ine parsability condition posesquestionsabout the
decidability of the processingtasks. This is discussedin chapter 6. In essence,
the restricting effect of the OT constraints can be exploited to control the set of
candidatesthat have to be effectively generated to ensure that the optimal one
is among them.

Before moving on to a more rigorous formalization of faithfulness con-
straints, a few remarks are due on the constraint set required for the ellip-
sis analysis just hinted at: It is quite clear how we can make the candidate
in (4.72) win over less elliptical competitors like and that Bill saw Ann, or
even and John claimed that Bill saw Ann: the assumption of an Economy-of-
expression constraint like * STRUCT outranking MAX-IO will do the job – the
elliptical utterance is as expressive,using lessc-structural material. However,
this immediately raises the question how to make sure that Economy of ex-
pression does not �re all the time, wiping out most if not all of the linguistic
material. Intuitively it is quite clear that only contextually recoverablematerial
may be ellided, but this idea has to be implemented more formally. A rather
straightforward way is to assumea constraint REC that is violated when some
material is left unrealized without there being an antecedent in the local con-
text (cf. Pesetsky1998). Note that the architecture of the OT systemhas to be
extended in order to make the extra-sentential context visible for the OT con-
straints (a similar modi�cation would be required in other approachesto cap-
ture recoverability too). 51 The role that the context-representation plays in an

51The condition that the REC constraint checksfor is rather complicated, so one may hope
to replace it by simpler constraints, interacting. This becomespossible in a bidirectional opti-
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OT analysiswith arbitrary MAX-IO violations is discussedfurther in sec.6.3.2,
under a computational perspective.

To sum up this subsection, the intuitive way of looking at the relation be-
tween the input and the candidates in OT-LFG should be as follows: What is
characteristic of an individual candidate is its lexical material and c-structure;
a candidate's f-structure is mostly a re�ex of the input. 52 Input-output faith-
fulness amounts to comparing a candidate's f-structure with its morpholexical
constraints. Thus one may call this the “lexicalist view of faithfulness” (cf. Kuhn
2001a).

4.6.2 The formalization of faithfulness constraints

There are various ways how the idea discussedin the previous subsectioncan
be formalized more rigorously. Bresnan's(2000) original proposal is basedon
a special way of instantiating the metavariable

�

in morpholexical constraints.
Classically, all metavariables

�

in the set of morpholexical constraints intro-
duced by a given lexical entry have to be instantiated to the samef-structure –
the one projected from the lexical item's category. For the OT-LFGmodel, Bres-
nan assumesthat someof the metavariablesmay be instantiated by an element
that does not occur in the candidate's f-structure – at the cost of a faithful-
nessviolation. In order to facilitate the formulation of constraints according to
the description-by-analysisaccount discussedin sec.4.5, I proposed in (Kuhn
2001a, sec.3.3.2) a formalization of morpholexical constraints using a special

�
-projection from c-structure to a special l-structure, which I will go through in

the following. 53

mization framework asdiscussedin chapter 5, in particular in sec.5.3.3.
52In particular, faithfulness violations cannot lead to the situation that a candidate has a

different meaning than the meaning encodedin the input. (Compare the discussionof the inef-
fability account of Legendreet al. 1998 in sec.3.3.3 and 3.3.4, which works with LF-unfaithful
winners. Ineffability is however derivable through bidirectional optimization, without assum-
ing LF-unfaithfulness, cf. sec.5.3.4.

53In a codescription account, the formulation for the DEP-IO constraint would be rather
straightforward: all morpholexical constraints can be assumedto be wrapped in a two-way
disjunction – either make use of the morpholexical constraint or accept a constraint violation
mark. The entry for did would thus look as follows:

(i) did V * { (

�

PRED) = `do'


* DEP-IO � � }
{ (

�

TNS) = PAST


* DEP-IO � � }
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The

�

-projection-based formulation: DEP-IO

I will assumethat all morpholexical constraints for a lexical item will be intro-
duced in a separatefeature structure projected from the pre-terminal node.54

Let us call this new projection the

�

-projection (for “lexical”), describing a cor-
respondencebetween c-structure and “l-structure”. When faithfulness is met,
all elements in this set will subsume the f-structure projected from the same
category; however, for unparsedmorpholexical constraints, a mismatch occurs.

In (4.74), (a modi�cation of Bresnan2000, (44)), the idea is illustrated for
an example violating faithfulness: the PRED constraint introduced by did does
not re-appear in the f-structure.

(4.74) DEP-IO violation (with PRED `do' missingin f-structure)

[. . . ] �

�

PRED `do'
TNS PAST

�

�

�

PRED `say'

�

�

IP

NP I

�

she I VP

did V

�

V NP

say that

�
�

�
�

PRED `say

�

��� �

�

'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'

�

�

TNS PAST

�
�

�
�

	

[. . . ]

�

In order to reach the intended effect, the lexicon entries have to look asfollows
(recall that

�

is short for

	

�

�

�

�

– i.e., the f-structure projected from the current
node'smother, in this casethe pre-terminal):

(4.75) did I * (

�

� PRED) = `do'

�

�

�

� �

�

�

�

(

�

�

�

�

)

(

�

� TNS) � PAST

�

�

�

� �

�

�

�

(

�

� =

�

)

54In (Kuhn 2001a, sec.3.3.2), a setof feature structures was assumedin the l-structure, con-
taining a small feature structure for eachmorpholexical constraint. The faithfulness constraints
were then checkedfor eachof the small feature structures. Here, I assumethat the faithfulness
constraints are checked for the atomic values, so it is unnecessaryto assumethis additional
complication in the geometry of l-structure.
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say V * (

�

� PRED) = `say'

�

�

�

� �

�

�

�

(

�

�

�

�

)

For every morpholexical constraint, there are three annotation schemata,mak-
ing use of a distinct local metavariable referring to a feature structure (

�

� ,

�

� ,
. . . ). The three schemataare: (i) the lexical constraint itself,55 (ii) an f-equation
introducing the morpholexical constraint to the l-structure projected from the
pre-terminal, and (iii) an optional f-equation introducing the constraint at the
level of f-structure. The optionality of schema (iii) leads to the presenceof
unfaithful analyses.

The faithfulness constraint DEP-IO can now be formulated as follows: 56

(4.76) DEP-IO

�
�

�

�
�

� �

atomic-f-str

�

�
� �

cat
�

�

� � � � �

�

� � �

�

�
�

�

�

	

�

�

� � �

�

�
�

“For all categories � and feature paths

�

, if � is an atomic value under

�

in the

�

-projection from �, then � is also the value under

�

in the

	

-projection from �.”

Since the metavariable � is generally instantiated to every structural ele-
ment, it is now in particular instantiated to the feature structures in l-structure.
Note that the value `do' of the PRED feature in (4.74) fails to satisfy this con-
straint: instantiating � as the I category and feature path

�

as PRED, we have

� � �

I
�

PRED

�

� `do', but not

�

	

�

I

�

PRED

�

� `do'.

An issue not addressedso far is the following: What controls the choice
of expletive elements (do rather than shout etc.)? This question is brie�y ad-
dressed by Bresnan (2000, sec. 2), adopting the basic idea from Grimshaw
(1997, 386): the assumption is that for a verb like do, “[t]he unparsing of its
semantically minimal PRED feature is a smaller violation of faithfulness than
that incurred by unparsing the semantically richer PREDs of shout, obfuscate, or
any other verb in the English lexicon.”

For concreteness,let us assumethat this intuition is modelled by a concep-
tual hierarchy of PRED values – or lexical conceptual structures. More speci�c
sub-conceptswill inherit all the information from their super-concepts,plus
they will add some information. Now, to evaluate faithfulness constraints on

55Note that the assumption is that all constraints are expressedas de�ning equations, rather
than constraining equations, and that Completenessand Coherence are checked only on f-
structure, not on l-structure.

56This formulation contains a universal quanti�cation over category nodes and features
paths, as it was excluded in sec. 4.4.4. However, the domain of the variables is restricted
by the (�nite) lexicon, so a reformulation avoiding universal quanti�cation would be possible.
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“unparsed” PRED values, the conceptual contribution they would have made is
consideredpiece by piece, i.e., conceptsembeddedmore deeply in the concep-
tual hierarchy will incur more violations than the more general ones. In effect,
everything else being equal, the most general available concept will be picked
asan expletive element.57 I will not pursue this issuefurther in this dissertation.

The MAX-IO constraint

For the MAX-IO we get a symmetrical picture as with DEP-IO. An example is
given in the structure (4.78) for (4.77). Note that none of the

�

-projected
(i.e., morpholexical) feature structures introduces the PRED valuesunder SUBJ,
which doesappear in the f-structure.

(4.77) ha
has

cantato
sung

(4.78)

���

TNS PRES

SUBJ

�

PERS

�

NUM SG

�

���

�

IP

I

�

I VP

ha V

�

V

cantato

���
�����

���
�

PRED `sing( �)'

SUBJ

���

PRED `pro'
PERS

�

NUM SG

���

�

TNS PRES

ASP PERF

���
�����

���
�

	

�

PRED `sing'
ASP PERF

�

�

For technically “assembling” the f-structure, the grammar

�
�

	 


�
�

� has to pro-
vide a way of optionally introducing “pseudo-lexical constraints” for eachpiece
of information occurring in the input. There are several ways how this could
be done. One is to have a pseudo-lexical annotation in the grammar rule for

57To turn this idea into an account with reasonable empirical coverage, it clearly has to
be complemented by some additional device allowing for conventionalization of the use of a
particular lexical item out of a choice of semantically very similar items. For example, most
Romancelanguagesusethe verb derived from Latin habere(`have') asa perfect auxiliary, while
Portugueseusesthe verb derived from tenere(`hold').
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the root symbol, using a functional uncertainty to reach arbitrary embeddedf-
structures and optionally provide somemissing information, such as the PRED-
value `pro'. If we have a recursive rule for the root symbol, this way of adding
information can be used over and over again:

(4.79) Gengrammar rule,
with the potential of providing pseudo-lexicalconstraints

ROOT �

�

ROOT
(

�

GF* PRED)=`pro'

��
��
��
�

. . .



Alternatively, pseudo-lexical constraint introduction without the functional
uncertainty could be foreseenfor all maximal projections, by adding a recursion
(this would changethe c-structure representation, but the original structure can
be systematically recovered if an appropriate marking is used):

(4.80) Pseudo-lexicalconstraint introduction at the levelof maximal categories

XP �

�

XP
(

�

PRED)=`. . . '

��
��
��
�

. . .




Such pseudo-lexical constraints can of course be used only at the cost of
incurring a MAX-IO violation. In example (4.78), we made use of this option
for the PRED-value under SUBJ. We can formalize MAX-IO as follows:

(4.81) MAX-IO
atomic-f-str

�

�
�

�

�

�

�

�
�

�

cat

�

�

� � �

	

�

�

� � �

�

� � � � �

�

� � �

�

�
�

“If � is an atomic value then there is some category �, such that � is
embedded under some path

�

in the

	

-projection from � and � is also
the value under

�

in the

�

-projection from �.”

Again one can check that this constraint is violated in (4.78): for the value
`pro' embeddedin the f-structure under the path SUBJ PRED, we do not �nd any
category such that it is embedded in this category'sl-structure under the same
path as in f-structure (in particular, we do not �nd the value `pro' under SUBJ

PRED in

� �

I

�

).

Conclusion

Concluding the section on faithfulness constraints, we can note that the
subsumption-basedconception of Gen �

�
� �

�
�

� is indeed compatible with the idea
of arbitrarily heavyfaithfulness violations: the unfaithfulness arisesasa tension
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within the LFGcandidate analyses,sincethe categorial/lexical structuring need
not re�ect the f-structure faithfully . As a consequenceof this conception, even
the faithfulness constraints can be checked on the candidate analysesalone,
without explicit reference to the input. 58 Both types of faithfulness violations
raise certain issuesfor the processingwhich will be discussedin chapter 6.

4.7 Summary

In this chapter, I proposed a formalization of OT syntax in the formal frame-
work of LFG,elaborating the original ideas of Bresnan(1996, 2000). This for-
malization meetsthe requirements developedin chapter 3 under empirical and
conceptual considerations: the cross-linguistic variance in surface realization
of underlying arguments can be derived as an effect of constraint interaction.
At the same time, the precondition for learnability is met, since the semanti-
cally (and pragmatically) interpreted part of the candidate representations is
identical for all membersof a candidate set.

This was reached by assuming non-derivational candidate analysesbased
on LFG'ssystemof correspondencebetween parallel structures (most notably
c- and f-structure). De�ning possiblecandidate analysesas the structures pro-
duced by a formal LFG-style grammar (

�
�

	 


�
�

� ) comprising the inviolable prin-
ciples, the entire OT system can be de�ned in a declarative, non-derivational
fashion. The only purpose of the input (or Index) is the de�nition of candi-
date sets; since the input �xes the interpretation of the candidates, the formal
representation used for the input is that of a partially speci�ed f-structure.

The formal relation between the input f-structure and the candidates in the
candidate set de�ned by this input is subsumption. The input subsumesthe
candidate's f-structure, and at the same time the candidate may not specify
additional semantic information. Thus, the candidates differ only in terms of
c-structural information and f-structural information insofar as it is not seman-
tically relevant (i.e., purely morphosyntactic feature information). Despite this
limitation asto the degreeof formal divergencebetween input and candidates,
all empirically motivated casesof faithfulness violation can be modelled. Faith-
fulnessemergesasa candidate-internal conceptand can be checkedby compar-
ing a candidate's f-structure and the morpholexical speci�cation of the lexical
items used.

Thus, it is suf�cient for both markednessconstraints and faithfulness con-
straints to refer to the candidate structure exclusively. Constraints are formu-
lated asschematain a tree/feature description logic over LFGrepresentations.

58Compare (Heck et al. 2000) for a similar result, and the discussion in footnote 22 on
page49.
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For constraint checking/marking, the schemataare instantiated to all structural
elements (c-/f -structures) in a candidate analysis. Every structural element for
which a constraint is not satis�ed increasesthe constraint violation count for
this constraint. The �nal evaluation step basedon the constraint counts for all
analysesin the candidate set is the canonical harmony-basedevaluation stepof
OT with no speci�c modi�cation for the OT-LFGscenario.

The following schemeillustrates the formal setup graphically. The broken
lines suggestthat the relations between the formal elementsmaking up the OT-
LFG systemsshould be seen in a declarative way, as opposed to derivational
processes.

(4.82) TheOT-LFGsetup

input/Index
partial f-structure

�

Subsumption
	

� f-str.
c-str. �

�

� l-str.

	

�f-str.
c-str. �

�

� l-str.

	

� f-str.
c-str. �

�

� l-str.
. . .

cand� cand� cand �

� � �

�

�

�
�

�

�

�
�

�

�

�

�

� � �

�

�

�

� �

�

�
�

�

�

�
�

�

�

�

�

� � �

�

�

�

� �

�

�

�

�

�

�

�

�

�

�
�

� � �

�

�

�

�

� �� �

Eval �


��

�
�

�

	

� f-str.
c-str. �

�

� l-str.

optimal

Ultimately, it is important to note that the languagegeneratedby an OT-LFG
systemis de�ned with an existential quanti�cation over underlying inputs. The
de�nition is repeated here:
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(4.24) De�nition of the languagegenerated
by an OT-LFGsystem

�

�

�

�
�

	 


�
�

�

�

�

�
�

�
�

� �

�

�

�

�

�


 �

�

�

�

�

�

�
�

�
�

	 


�
�

�

�

�

�

�
	

�

�

�

�

�

�

�

�
� Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

�

�

�
	

� � �

So, given an LFG-style grammar

�
�

	 


�
�

� for the inviolable principles and a set
of constraints

�

with a language-speci�c ranking

�
� , the set of grammatical

analyses is de�ned as those analyses

�

�

�

�

�

�

�

produced by

�
�

	 


�
�

� , for which
there exists an underlying input

�

�
	 such that

�

�

�

�

�

�

�

is optimal (based on

�

and

�

� ) in the candidate set de�ned by

�

�
	 .
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Chapter 5

The direction of optimization

In this chapter, some variations of the formal setup de�ned in chapter 4 are
discussed.Essentially, just the de�nition of the candidate set is altered, which in
our systemboils down to a changeof the input. While sofar in this dissertation,
the input was assumedto be an underlying semantic representation, sec. 5.1
explores the use of the surface string as the input (cf. Smolensky1996). This
gives us a second optimization model. If we call the standard optimization
setup we have looked at so far production-basedor expressiveoptimization, we
now get comprehension-basedor interpretive optimization. Sec. 5.3 discusses
various ways of combining the two to a bidirectional optimization model.

5.1 Varying the input to optimization

If we look at the de�nition of candidate generation Gen �
�

� �

�
�

� (4.30) (repeated
below), which was discussedin the previous chapter, we notice that a formally
very similar function could be de�ned: rather than using the (partial) input
f-structure as the basefor comparison, we could use some part of c-structure,
as in (5.1). Leaving all other components of the OT-LFGmodel the same, we
get a formal systemwith very similar properties, which may however be used
to model a different empirical concept.

(4.30) De�nition of Gen

For

�
�

	 a partial f-structure:

Gen �
�

� �

�
�

�

�

�
�

	

�

� {

�

�

�

�

�

�

�

�

�

���
	 


�
�

�

�

�

�

�
	

� �

�

, where

�

�

con-
tains no more semantic information than

�

�
	

}
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(5.1) Extensionof the de�nition of Gen

For � a word string:

Gen �
�

� �

�
�

�

� � �

� {

�

�

�

�

�

�

�

�

�
�

	 


�
�

�

� � � is the terminal
string/yield of

�

}

So far, we have followed the standard application of OT as a de�nition of
the grammatical structures of a language. What is kept constant acrosscandi-
dates is (more or less) the part of the structure that de�nes the meaning. The
competing candidatesare thus synonymous(potential) realization alternatives.
In the procedurally �avoured standard terminology, this is called production-
basedoptimization, since Gen �

�
� �

�
�

� is in fact de�ned as an abstract production
function. Another name is expressiveoptimization.

Now, we let the f-structure vary freely acrosscandidates and rather leave
the terminal string of the c-structure constant. Formally, all kinds of other cri-
teria for specifying the candidate set are conceivable. However, in sec.3.3 the
observation was made that in order to ensure learnability, the input has to be
deducible from the utterance or utterance context (formulated as restriction
(3.21)).

(3.21) Restriction on the characterof the input
All aspectsof the OT input must be such that they can be in principle
inferred from the general context of utterance.

For production-basedoptimization, the consequencewas that only seman-
tically and pragmatically relevant information could be included in the input
(and that at the level of interpretation, all candidateshad to be faithful to this
information). Now, when we considera more surface-orientedinput, the learn-
ability consideration forces us to assumea fully surface-detectableconcept of
the input. So we should assumethe string of words without any �xed phrase
structure representation. De�nition (5.1) is compatible with this restriction.

Thus, with a string input and (5.1) asGen �
�

� �

�
�

� , we get comprehension-based
or interpretive optimization: the competing candidates are alternative parses
of the same string. The schemein (5.2) – a modi�cation of (4.82) – shows
how the mechanicsof the overall systemremain unaffacted when the input is
changedas just argued.
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(5.2) Comprehension-basedoptimization in OT-LFG

input/Index
word string

�

Terminal string

	

� f-str.
c-str. �

�

� l-str.
	

�f-str.
c-str. �
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� l-str.

	

� f-str.
c-str. �

�

� l-str.
. . .
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� � �

�

�

�

�

� �� �

Eval �
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� f-str.
c-str. �

�

� l-str.

optimal

Hendriks and de Hoop (1999) use such a comprehension-basedoptimiza-
tion model in what they call OT semantics; the winning structure models
what native speakersconceive as the correct interpretation in the given con-
text. Comprehension-basedoptimization is also being applied as a prefer-
ence mechanism in the large-scaleLFG grammars developed in the Pargram
project (Kuhn and Rohrer 1997; Frank, King, Kuhn, and Maxwell 1998, 2001).
Comprehension-basedoptimization also plays a role in learning. Tesar and
Smolensky (1998) assumeit as robust interpretive parsing. Gibson and Broi-
hier (1998) explore to what degreesuchan optimization model can be used to
derive disambiguation strategiesin human sentenceprocessing.1

Smolensky(1996) proposesto explain the lag of children's production abil-
ities behind their ability in comprehensionwithout having to assumea special

1They usespecialconstraints modelling the Minimal attachmentand Lateclosurestrategy in
an OT framework and come to the conclusion that a strict ranking of constraints is inadequate
for this task (but cf. Fanselow, Schlesewsky, Cavar, and Kliegl 1999).
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grammar or special processing devices. The lag is predicted by an OT sys-
tem if one assumesthat in comprehensiona simple parsing-basedoptimization
along the lines of (5.2) is performed, which permits processingthe strings that
the child hearswith the sameconstraint ranking that is applied in production.
Thus in comprehension, many analysesare acceptedthat are not grammatical
under the child's current constraint ranking (according to the Gen �

�
� �

�
�

� -based
de�nition of grammaticality). The simple parsing task is liberal enough not to
�lter them out. However in production, the common underlying structure does
determine the candidate set, and the constraints will have a strong �ltering ef-
fect. The result is a very reduced production ability for the initial constraint
ranking.

In the following, I will address the question whether there are any
empirical phenomena in adult language indicating that the constraint set
used in production-based optimization has also an explanatory impact on
comprehension-basedoptimization. This is done by applying a constraint set
motivated independently for a production-based optimization account to the
disambiguation task. Indeed, the disambiguation preferencesobservedfor na-
tive speakersfollow. The presentation follows (Kuhn 2001a, 4.2). A similar
analysis of word-order freezing was proposed independently by Lee (2000,
2001), who goesinto much more empirical detail than I do here. Here, I would
just like to make a formal point about the OT-LFGarchitecture.

5.1.1 Word order freezing

With the formalization of OT-LFG,we are in a position to addressthe question
whether constraint systemswith production-based competition are necessarily
distinct or evenincompatible with systemsdesignedfor a comprehension-based
competition. I will argue that there are phenomena where using the same
constraints in both directions makesthe correct empirical predictions.

The most natural interpretation of optimality in comprehension-basedcom-
petition is preferenceof the most harmonic reading of the string. Sowe need to
�nd empirical caseswhere the comprehension-basedwinner coincideswith the
intuitively preferred reading. It is best to look at an empirical domain which in-
volvesa fair amount of realization alternatives and ambiguity. A good example
is the relatively free word order in German, modelled within OT-LFGby Choi
(1999).

In the German Mittelfeld (the region between the �nite verb in verb second
position and the clause-�nal verb position), nominal arguments of the verb can
appear in any order. However, as has been widely observed (cf., e.g., Lenerz
1977; Höhle 1982; Abraham 1986; Uszkoreit 1987), a certain “canonical” order
is lessmarked than others (cf. also Kuhn 1995). Deviations from this canonical
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order are used to mark a special information structure (or topic-focus struc-
ture), i.e., these non-canonical orderings are more restricted through context.
Sentence(5.3) re�ects the neutral order asit would be uttered in an out-of-the-
blue context. Variant (5.4a) will be usedto mark demSpionasthe focus; (5.4b)
furthermore marks denBrief as the topic.

(5.3) dass
that

der
the

Kurier
courier (NOM)

dem
the

Spion
spy(DAT)

den
the

Brief
letter (ACC)

zustecken
slip

sollte
should

(5.4) a. dassder Kurier den Brief dem Spion zusteckensollte

b. dassden Brief der Kurier dem Spion zusteckensollte

Choi (1999, 150) models these data assuming competing sets of constraints
on word order: the canonical constraints, basedon a hierarchy of grammatical
functions (and, in principle also a hierarchy of thematic roles) (5.5); and in-
formation structuring constraints (distinguishing the contextual dimensions of
novelty and prominence, eachmarked by a binary feature) (5.6). 2

(5.5) CANON Choi (1999, 150)

a. CN1:
SUBJ should be structurally more prominent than (e.g. `c-
command') non-SUBJ functions.

b. CN2:
non-SUBJ functions align reversely with the c-structure according
to the functional hierarchy.
(SUBJ > D.OBJ > I.OBJ > OBL > ADJUNCT)

(5.6) Information Structuring Constraints: Choi (1999, 150)

a. NEW:
A [ � New] element should precedea [+New] Element.

b. PROM:
A [+Prom] element should precedea [ � Prom] Element.

2Following more recent work (in particular by Aissen(1999)) on the OT treatment of align-
ment acrosshierarchies, the mechanism of Harmonic alignment could be used to formulate
theseconstraints more precisely.
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Basedon an appropriate ranking of theseconstraints (PROM

� CN1 �




NEW,
CN2

�

), Choi can predict the optimal ordering for a given underspeci�ed f-
structure (which in this casewill also contain a description of the informational
status of the verb arguments). When the arguments don't differ in informa-
tional status – e.g., everything is new but nothing is prominent –, the canonical
constraints will take effect, leading to the order in (5.3), as illustrated in the
tableau (5.7), for a few samplecandidates.

(5.7)
Input F-Structure:
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��
��
��
��
��
��
��
��
��
��
��
��
��
��
�

PRED `sollen

�

�
�

�

�

'
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��
�

PRED `Kurier'
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�

PROM �

	�
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�

�
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�
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� �

'
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�
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��



P
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O
M

C
N

1

N
E

W

C
N

2

a. + der Kurier dem Spion den Brief zusteckensollte
b. der Kurier den Brief dem Spion zusteckensollte *
c. den Brief der Kurier dem Spion zusteckensollte * *

When there are differences in informational status, the unmarked order will
however violate information structuring constraints, suchthat competitors with
a different ordering can win out:

(5.8)
Input F-Structure:
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P
R

O
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C
N

1

N
E

W

C
N

2

a. der Kurier dem Spion den Brief zusteckensollte ** *
b. der Kurier den Brief dem Spion zusteckensollte * *
c. + den Brief der Kurier dem Spion zusteckensollte * *
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Like the Grimshaw/Bresnan fragment assumedin most examplesso far, Choi's
assumptionsabout Gencan be formulated as an LFGgrammar

�

�
	 


�
�

� . For sen-
tence (5.3) and its ordering variants, an application of comprehension-based
optimization doesnot produce any interesting results, since in parsing the NPs
can be unambiguously mapped to argument positions. However, if we look
at sentenceswith ambiguous casemarking like (5.9) and (5.10), the situation
changes.

(5.9) dass
that

Hans
H. (NOM/ DAT/ ACC)

Maria
M. (NOM/ DAT/ ACC)

den
the

Brief
letter (ACC)

zustecken
slip

sollte
should

(5.10) dass
that

Otto
O. (NOM/ DAT/ ACC)

Maria
M. (N/ D/ A)

Hans
H. (N/ D/ A)

vorschlagen
suggest

sollte
should

Parsing (5.9) with the appropriate

�
�

	 


�
�

� -grammar will result in two classesof
analyses: one with Hans as the subject, and Maria as the indirect object, and
one with the opposite distribution. The latter reading is strongly preferred by
speakersof German (i.e., we observea “freezing effect”). Note that there is no
way of avoiding this ambiguity with hard constraints. For (5.10), even more
readings becomepossible: any of the three NPs can �ll any of the three avail-
able argument positions. Nevertheless,speakersclearly prefer one reading. If
we apply comprehension-basedoptimization, Choi's original constraints will
predict exactly these observations: In the comprehension-basedoptimization
the string is �xed for all competing candidates; in addition to the string, we
have to assumesomerepresentation of the context which clari�es the informa-
tional status of the referents that the new sentenceis about.3 If this informa-
tional status is neutral for all referents (e.g., all are known – not new– and not
prominent), the analysis which violates the fewest constraints will be the one
which interprets the arguments in sucha way that the observedorder is in line
with the canonical order. For (5.10), we will get the following competition:

3Somediscussionof the character of such a context representation will follow in sec.5.3.3.
The representation proposed there does not immediately accommodatefor Choi's representa-
tion of context, but it is not dif�cult to reformulate the underlying grammar and constraints
in a way that has the intended effect. I do not go into these details here, since I only want to
make a point about the general architecture of optimization.
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(5.11)
Contextualinformation about setof referents:

��
��
�

��
�

PRED `Hans'
NEW �

PROM �

	�



�

��
�

PRED `Otto'
NEW �

PROM �

	�



�

��
�

PRED `Maria'
NEW �

PROM �

	�



��
��
�

Input string:
dassOtto Maria Hans vorschlagensollte P

R
O

M

C
N

1

N
E

W

C
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a. +
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** *

Thus, for the constraints that Choi (1999) assumes, the standard OT
production-based view can be generalized to the comprehension-basedsce-
nario, giving rise to predictions of preferred readings that are clearly met by
native speakers'intuitions.

The present discussion leavesopen how exactly the comprehension-based
optimization and the production-based optimization are combined. The appli-
cation of both optimizations is called bidirectional optimization. I will discuss
the possibilities for spelling out the combination in a rigorous way in sec.5.3.
Before this, I will addresssome issuesabout the character of comprehension-
based optimization, posed by the parallelism suggestedby the formal treat-
ment.
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5.2 The character of comprehension-based
optimization

The formal similarity of the two optimization concepts and the prospect of
deriving intuitive concepts like grammaticality and preference are intriguing.
However, when the idea of comprehension-based/interpretive optimization for
disambiguation is applied to a non-trivial set of data, a serious issue arises,
challenging the parallelism between the two optimizations.

Although the word order freezing effect observedin sec.5.1.1 doesoccur in
the absenceof contextual or world-knowledge clues, it can be easily overridden
by such non-syntactic information. For example, take (5.12), which like (5.9)
and (5.10) contains ambiguous casemarking.

(5.12) dass
that

diese
this

Oper
opera(NOM/ ACC)

Mozart
M. (NOM/ ACC)

komponiert
composed

hat
has

Here the selectional restrictions of the verb komponieren`compose'– in com-
bination with knowledge about the argument phrasesMozart and dieseOper
`this opera' – clearly overrule the ordering preferences. The absurd reading
of the opera composing Mozart does not occur to a speaker of German (nei-
ther does the sentencesound odd), even if the context has to be considered
neutral. But the straightforward comprehension-basedoptimization account
predicts the sentenceto have only the odd reading.4

Asan immediate reaction, one might try to augment the setof constraints by
additional constraints taking theseextra-syntactic dependenciesinto account.5

Rather than developing such an account in detail, I will addresssome general
issuesraised by this move.

One general concern which I will only mention in passing is that clearly
the boundaries of what is traditionally consideredthe scopeof syntactic theory

4A similar in�uence of context and world knowledge in comprehension-basedoptimization
is observedby Lee(2001).

5Müller (1998) proposesan OT account for deriving markednessjudgements regarding cer-
tain word order variants in German. Working with the ordinary production-basedoptimization,
he assumesa subhierarchyof constraints which is usedonly for determining markedness,while
the matrix hierarchy is used for grammaticality. The constraints in the subhierarchy are in part
based on extra-syntactic concepts like de�niteness, animacy, and focus; however, no explicit
reference to the actual context of an utterance is made. So the empirical predictions can only
be checked against intuitions about gradual differences in markednessof isolated sentences.
Since to some degree such intuitions depend on the informant's ability to make up plausible
contexts, they have to be regarded with caution. The model that I will argue for in sec.5.2.2
and demonstrate in sec.5.3.3, assumesan explicit formal representation of context as part of
the input and thus circumvents the vaguenessproblem in the validation of empirical predic-
tions.
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are passedwhen such effects of discourse context and world knowledge are
incorporated into a single optimization task. Per se, this is neither completely
new (since “pragmatic effects” on syntax have frequently been observed), nor
necessarily a bad thing. Ultimately, the parallelism assumption of OT leads
us to expect such a global cognitive optimization (“Parallelism: all constraints
pertaining to sometype of structure interact in a single hierarchy”, Kager1999,
25). However, so far, reasonable idealizations factorizing out details of the
utterance context etc. have been vital for progressin linguistic theory. So one
might become skeptical in case there is no way at all of pinning down the
linguistic part of the problem by a suitable interface speci�cation (this may
indeed be possibleasdiscussedin sec.5.3.3).

5.2.1 Apparent counterevidence against constraint ranking

Let us assumewe want to capture the extra-syntactic factors in disambiguation
by additional constraints within comprehension-basedoptimization. I will con-
centrate on the subtaskof getting the �lling of the argument positions correct
(this ignores other ambiguities like ambiguous tense/aspect forms, quanti�er
scope, resolution of de�nite descriptions etc.). We have to take into account
at least the knowledge sourcesin (5.13). The inferences, based on linguistic
knowledge are informally sketchedby implication arrows. Examplesare given
below. Unlessone of the knowledge types leads to an unambiguous result, one
typically gets the situation of severalknowledge sourcesinteracting to lead the
hearer to a particular disambiguation.

(5.13) Knowledgesourcesinvolvedin syntacticdisambiguation& type of knowl-
edgederivable

� Phonological string

a. word order � (information structural status of argument
phrases � ) grammatical functions of argument phrases � ar-
gument �lling

b. morphological (head or dependent) marking � grammatical
functions � argument �lling

c. intonational marking (or typographical emphasis) � infor-
mation structural status of argument phrases � grammatical
functions � argument �lling

� Discoursecontext

d. information structural status of argument phrases � gram-
matical functions � argument �lling
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e. anaphoric dependency � semantic class of (pronominal or
polysemous)argument phrases � argument �lling

� Extra-linguistic context

f. referenceof deictic expressions � semanticclassof argument
phrases � argument �lling

g. partial disambiguation of argument �lling through given situ-
ation

� Idiosyncratic/encyclopaedic knowledge

h. selectional restrictions of the predicate � argument �lling

i. semantic class of (polysemous) argument phrases � argu-
ment �lling

j. exclusion of particular readings (encyclopaedic knowledge to
the contrary)

Languageslike English haveword order (a.) asa fairly reliable direct source
for function speci�cation, which again allows inferences about the argument
�lling. In languageswith a freer word order, like German, word order does
not permit hard inferences, but may be an important clue, presumably via in-
ferencesabout the information-structural status. We have seen casemarking
as an example for morphological dependent marking of grammatical function
(b.), subject-verb argeement is a widespread example for morphological head
marking. Intonational marking (c.) in spoken language provides clues about
information-structural status (e.g., topic-marking pitch accent), which may for
instance explain a certain word order, thus giving additional clues about func-
tion speci�cation. 6

Interacting with intonational marking, the discoursecontext provides clues
about the information-structural status of argument phrases(d.). For instance,
the secondsentencein (5.14) contains ambiguous casemarking of the famil-
iar kind. With the �rst sentenceas context, it is fairly clear that we have two
predications about the sametopic, Anna Schmidt. The noun phrase die spätere
Wahlsiegerinwill typically bear a rising accent, and the intonation contour will
rise over the rest of the secondsentenceup to the predicate vorgeschlagenwith
a falling accent. Furthermore drawing on encyclopaedicknowledge about elec-
tions, die spätereWahlsiegerinis inferred as the theme argument of vorschlagen
`propose'.

6Somediscussionof such effectscan be found in (Kuhn 1996a, 1996b, 1996c).
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(5.14) Anna
A.

Schmidt
S.

stellte
stood-for

sich
REFL

einer
a

Kampfabstimmung
competitiveelection

Die
The

spätere
later

Wahlsiegerin
winner

hatte
had

Otto
O.

Müller
M.

für
for

die
the

Kandidatur
candidacy

vorgeschlagen
proposed

(5.14) contains already an example of discourse-basedanaphora resolu-
tion illustrating knowledge type (e.) in (5.13): pronominals and de�nite noun
phraseshave to be resolvedin order to allow inference about the semanticclass
of an argument phrase. Likewise, deictic phrasesallow the hearer to include
information from the extra-linguistic context (f .). Of course, this context may
also narrow down the choice of readings (g.) (for example, it may be obvious
who is the agent of a certain action).

A fairly reliable source for direct inferences about argument �lling (with-
out the reasoning via grammatical functions) is knowledge about selectional
restrictions (h.). An example of this was given in (5.12), where it was clear
that composehas to take a human being as its agent. This inference may never-
thelessbe distorted by polysemy of argument phrases(i.). For instance (5.15),
which normally hasa preferencefor the subject-objectreading, may alsohavea
object-subjectreading in caseMozart is used for the works of Mozart and diese
Operrefers to an opera house. A context for bringing out this reading would be
(5.16).

(5.15) Mozart
M.

hat
has

diese
this

Oper
opera

nie
never

aufgeführt
performed

(5.16) Unser
Our

Haus
house

ist
is

spezialisiert
specialised

auf
in

die
the

Italienische
Italian

Oper
opera

der
of

Romantik
Romanticism

Most of the context-basedinferencescan also be made without the relevant
knowledge being actually introduced in the linguistic context; in this case,the
inferencesare basedpurely on encyclopaedicknowledge ((j.) in (5.13)).

The purposeof presenting this fairly long list of knowledge typesinvolved in
disambiguation is not to start the formalizion of a particular constraint set for
comprehension-basedoptimization. The validation of a non-trivial account of
the problem would require a larger-scalecomputer simulation of learning based
on empirical data and is thus clearly beyond the scopeof this dissertation. Here,
the list of knowledge typesshould serveasbackground for considerationsabout
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the general characterof this comprehension-basedoptimization. Unfortunately,
I have to stay at a rather speculativelevel, but hopefully this helps nevertheless
in constructing the formal basisfor future empirical work.

At �rst, it may seem as if OT with its soft constraints is ideal for mod-
elling this interaction of uncertain knowledge. Roughly, we might model each
knowledge type asa constraint, introducing violation marks for the marked op-
tions. (For example, reverse word order wrt. the functional hierarchy would
be marked; likewise type coercionsfrom individuals to their works, as we had
it in the Mozart polysemy; for the discourse-context-sensitiveknowledge, the
constraint systemof Beaver(2000) could be applied.) From the different inter-
pretations of a string, the most harmonic one would then be predicted as the
preferred reading.

But does constraint interaction under the OT assumptions really capture
the way in which the knowledge sourcesare interrelated in disambiguation?
What ranking should we assumefor the constraints? Some sourcesare more
reliable than others (in part depending on the language), so these should be
high in the constraint hierarchy. But an important knowledge source can be
overridden by a suf�cient amount of lower-priority clues. This points towards
a constraint weighting regime – contrary to OT assumptions.7 Within a ranking
regime, an additive effect could be reached only if all relevant constraints are
unranked with respect to each other, which again would defeat the idea of
modelling reliability by relative ranking. Having unranked constraints would
also correctly predict that different knowledge sourcescan have a very similar
effect in disambiguation.

A possibleconclusion at this point might be that the two optimizations are
not instancesof the sameformal setup (compare fn. 1 on page119, pointing to
a similar conclusion made in Gibsonand Broihier 1998).

5.2.2 Optimization with a �x ed context

The discussion at the end of the previous section suggested that a weight-
ing regime of constraints might be more appropriate for comprehension-
based/interpretive optimization than the ranking assumedin OT. However, this
impression may well be based on an inappropriate set of assumptions in the
comparison of comprehension-basedand production-based optimization – i.e.,
not making the sameidealizations in both cases.

When isolated sentencesare used as examples in the judgement of inter-
pretation preferences,there is a tendency to mix up two different optimization
problems: (i) the question which is the most harmonic analysis of the string

7Comparealso (Keller 2000; Keller and Asudeh2001).
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acrossall possiblecontexts; (ii) for a given context, which is the most harmonic
analysis of the string in that context.8 (ii) is closer to the communicative task
for a hearer, but (i) constitutes the typical linguistic perspective– `what is the
preferred reading for this string?'.

Under view (i) the possible contexts are effectively part of what is opti-
mized. This means that for many of the information sourceslisted in (5.13),
only partial knowledge is available for the disambiguation task. It is uncertain
which context will be the most favourable in the end. Moreover, it is unclear
how the “cost” of making up a context is determined and taken into account in
optimization. Thus, the linguistic problem we are interested in is overlaid by a
different problem that may be the main reason for rendering so many knowl-
edgesourcesuncertain and giving us the impression that the strict OT ranking
mechanismis inappropriate for the task.

This may becomeclearer when the considerationsare started from the other
end: For the formal optimization problem (ii) the context is �xed, such that all
candidate analysesare merely judged against this context. This should take
away the need for modelling the reliability of knowledge sources– some of
the constraints may now be given the same rank (or a very similar rank, cf.
considerations on StochasticOT below). So, for a particular task of type (ii) it
is far more plausible to assumea constraint-ranking mechanism.

One may ask whether it is realistic in the communicative task for a hearer
to know the exact context in which to evaluate the disambiguation task. There
are many �ne-grained facetsto the representation of context in the model some
of which may be unclear from the observation. So a selection of several con-
text models may have to be considered. But it is quite intuitive that the choice
between contexts should be guided by something else than the �xed-context
harmony evaluation (ii) for each individual context in question: if a winner

�

of task (ii) is more harmonic than another winner

�

(for a different �xed
context), this does not make the context included in

�

more plausible than
the context in

�

. Assuming that all hard conditions on context-selection have
been applied, presumably the best one can do for further narrowing-down is
assume a probability distribution. So we would get a formal model with a
stochastic component picking a particular context according to some empiri-

8One of many deep questionshere is what the “context” comprises. Clearly, the immediate
linguistic discoursecontext is included, plus possibly somerepresentation of the utterance sit-
uation. But yet a broader concept of context may have to be considered if we want to recast
linguistic arguments in favour of linguistically possible (though implausible or semantically
anomalous) interpretations of given examples (like Chomsky's `colorlessgreen ideas' exam-
ple): frequently, it is pointed out for sentenceslike `the scissorsare happy' or `my toothbrush
is pregnant', that “[o]ne could, however, imagine situations in which they would be appropri-
ate.” (Steven Schaufele, LINGUIST List 7.506,

�� � �� � �� � � � � �	 
� �� � � �� � � 
� 
 �

) To capture
this imaginativeness, the context would also have to include encyclopaedicknowledge; then
one could accessa different context in which tools can have feelings etc.
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cally estimated parameters. Technically, we could assumethat the unspeci�ed
parts of the input representation (which comprisesthe context representation
in our case,sincethis is �xed acrosscandidates) are �lled out by a random pro-
cessadhering to a probability model over possibleinputs.9 Thus, uncertainty of
knowledge would be modelled outside the constraint-ranking model. (Problem
(i) would be an instance of (ii) under this view, where the known context is
entirely empty.)

Note that the stochasticprocessjust sketchedis of a different kind than the
onesassumedin the StochasticOT model of Boersma(1998) (although the two
could be combined). Boersma assumesthat the effective ranking (or dishar-
mony) of a constraint is subject to somerandom noise. This is essentialfor the
robust gradual learning algorithm (compare sec.3.3.1 in this dissertation). For
constraints that are close to each other on the ranking scale, this predicts that
both ranking options can occur. In fact, the frequency distribution observedin
the training data is taken up by the model.

This stochasticconstraint evaluation seemsexactly what is neededto make
the idea more realistic that many of the knowledge sourcesare ranked (almost)
the same. The constraints modelling theseknowledge sourcescould indeed be
ranked close to each other on the continuous ranking scale, but slight differ-
enceswould neverthelessbe captured.

One general remark about the character of predictions basedon Stochastic
OT systemsshould be made: for deriving a general statement like “in the lin-
guistic context �, sentence � has interpretation

�

”, it is inappropriate to run a
single optimization for the respective input (which is perfectly suf�cient in a
standard OT model). Rather, what is interesting is the probability distribution
of the outcome. This can be most easily estimated by sampling, i.e., running a
number of optimizations of the relevant kind. For evenmore generalstatements
like “sentence � has interpretation

�

”, it should be obvious by now that such
a probability distribution is more informative and empirically more adequate
than a single answer for the “preferred” solution. But note that even with a
given linguistic context, there is quite somespacefor the relevant factors in dis-
ambiguation (�lling out the internal, formal concept of context), so here too a
probability distribution is adequate. It showsus in which contexts a sentenceis
practically unambiguous and identi�es particularly ambiguity-preserving con-
texts.

Concluding the discussion, the considerations made about the character
of comprehension-basedoptimization are obviously preliminary. What they
showed is that a straightforward application of the OT constraint-ranking
model for disambiguation on real data is presumablyproblematic. But this does

9The samemechanism could apply when there is some uncertainty in the interpretation of
the phonetic signal.
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not exclude that there is an idealization of the task isolating the linguistic part
of the task and thus providing a basisfor a theoretical account. I sketchedone
possibility of such an idealization, basedon a complete “context” representa-
tion, which is assumedto be �xed acrossall candidates,i.e., which is technically
part of the input. In order to adjust this idealization to the real disambiguation
task, a different mechanismthan OT could be used to control the �lling out of
the context representation– for instancesomeprobability model. This would be
in keeping with the OT assumptionsand the methodological principle of trying
to investigate the empirical scopeof ranking-basedconstraint interaction. The
part of disambiguation that is basedon linguistic knowledge is modelled with a
constraint ranking. (In sec.5.3.3, I introduce comprehension-basedconstraint-
ranking basedon a �xed context; it is part of a bidirectional architecture and
I show that the systempermits a simpli�cation of the constraints assumedin a
unidirectional, production-basedanalysisof null pronouns.)

Since the original impact for considering constraint-ranking in the disam-
biguation task was the formal parallelism with standard production-based OT,
one may object that the additional mechanismsof the �xed-context optimiza-
tion model just discussedis defeating this parallelism again. However, the stan-
dard production-based OT system would also bene�t from the same division
of labour between a model for choosing between contexts and optimization
given a context. Here, the difference between a �xed-context-based optimiza-
tion and an optimization acrossall contexts is just less frequently distinguish-
able. The reasonis obvious: when the input (in the old narrow sense,excluding
context) is an underlying semantic representation rather than a phonological
string, many more of the context-dependent factors are �xed.

But for certain discourse-dependent phenomena, such as word ordering
basedon information structure, we note that OT accountslike the one by Choi
(1999) (addressed in sec. 5.1.1 above) have been relying on an input con-
taining contextual information: The [+/ � New] and [+/ � Prom] marking of
arguments, assumedto be encoded in the f-structure, re�ects this assumption.
Without this marking in the input, the non-canonical word order would be pre-
dicted to be ungrammatical (since it is lessharmonic than the canonical order,
which would be in the samecandidate set). The selection of the correct con-
text is typically not discussedfor this production-based optimization since for
determining grammaticality, it suf�ces that there exists some input (including
the relevant context representation) such that the analysis is optimal for that
input. The actual language production task from an underlying message(for
which the determination of the correct context representation, given the utter-
ancecontext, doesplay a role) is not of primary interest under the perspective
of linguistic theory.

So the putative non-parallelism between production-based and compre-
hension-basedoptimization may arise from a number of differences in per-
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spective, which are mainly a consequencefrom the methodological fact that
traditionally , syntactic considerations start out from the investigation of word
strings in isolation. Adjustments to this idealized approach are made when
the primary conceptsof grammaticality and of the correct interpretation of the
sentencebecome incompatible with the simple model. In the caseof gram-
maticality (production-based optimization), this has lead to the consideration
of context information, but not to the question how the correct context is cho-
sen. For the concept of the correct interpretation, the selection of the most
plausible context hasbeen intermixed with structural linguistic factors, leading
to a confusing overall picture. Here, stochasticmodels which predict a proba-
bility distribution over interpretations should be very helpful in capturing the
intuitions about preference.

5.3 Bidirectional optimization

So far in this dissertation, production-based optimization and comprehension-
based optimization have been discussedin isolation (in chapters 2–4 and in
sec.5.1, respectively) or compared (sec. 5.2), but quite obviously the question
ariseshow the two optimizations relate to eachother.

If one of them models grammaticality and the other some concept of pref-
erence, we expect that they have to recur to each other. A model taking into
account both directions of optimization is called a bidirectional optimization
model. (Recall that the term direction should not be taken literally, which would
suggesta procedural/derivational de�nition; the formalization in chapter 4 and
the extension in sec.5.1 showedthat a strictly non-derivational/declarative for-
mulation is possible.)

Bidirectional optimization has been argued for variously in the theoretical
OT literature, on empirical and conceptual grounds (see, e.g., Wilson 2001;
Boersma1998; Smolensky1998; Lee2001; Morimoto 2000; Kuhn 2001a; Blut-
ner 2000). Here, I will mainly discussthe different formal options of combin-
ing two optimization models, and the general consequencesfor the character
of the resulting combined model. Sincethere are various open issuesabout the
individual optimization models (in particular the comprehension-basedone, as
discussedin sec.5.2), the considerationscan have no more than a preliminary
character.
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5.3.1 The grammaticality/preference model and strong bidi-
rectional optimization

Depending on the point of view, there are two combinations of production-
basedand comprehension-basedoptimization which one might call straightfor-
ward: a model which I will call here the grammaticality/preferencemodel and
what Blutner (2000) calls the strong bidirectional optimization model.

Recall the de�nition of the language generated by an OT system (based
on the original concept of Gen �

�
� �

�
�

� , which was de�ned for production-based
optimization):

(4.24) De�nition of the languagegenerated
by an OT-LFGsystem
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The grammaticality/preference model

We may base the construction of a bidirectional model on the linguistic in-
tuitions we have about the concepts being modelled by the two optimiza-
tion tasks. The original production-based optimization models grammaticality,
while comprehension-basedoptimization models preferenceof readings. Obvi-
ously, the latter has to be informed by the former, it is odd to assumethat an
analysiscould be preferred that is not even grammatical. Vice versa, intuitions
are different. Whether or not an analysis is grammatical should not depend
on preference issues. Thus, the alternative model keepsup the old de�nition
of the languagegeneratedby an OT system(4.24), basedon production-based
competition exclusively.

On top of this, the preferredreading of a string is then de�ned as the most
harmonic analysis in the languagewith this terminal string.

(5.17) Preferredanalysesin the grammaticality/preferencemodel
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Note that here the set of analysesthat is evaluated – the argument of Eval �


��

�
�

�

– is not de�ned by Gen �
�

� �

�
�

� , but it is a subset of the language de�ned by
the (production-based) OT-LFGsystem. The interactions are visualized in the
schematicillustration in (5.18) on page135.
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(5.18) Thegrammaticality/preferencemodel
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The upper half re�ects the production-based optimization underlying the
de�nition of the language

�

�

�

�

. Only the winners which contain the relevant
input string are consideredfurther on; this is indicated by the broken lines from
the �xed input string on the right-hand side in the middle. The lower half then
showshow from this (in�nite) set of analyseswith a particular terminal string,
the preferred analysis is determined by optimization.

Strong bidirectional optimization

As an alternative to the grammaticality/preference model, strong bidirectional
optimization results if one combines the optimality de�nitions in a conjunc-
tive way. The idea is now that in order to be acceptable, an analysis has to
be optimal in both directions. So, we depart from the original de�nition of
grammaticality asa purely production-based notion.

In sec.5.1, an extended de�nition of Gen �
�

� �

�
�

� was considered which gen-
eralizes to the application for both optimization directions (see (5.1)). So we
can de�ne a languageconsisting of those analysesthat are optimal for both di-
rections: (5.19). Illustrating the overall system again graphically, we get the
scheme(5.20) on page 137. Note the independenceand symmetry of the two
optimizations.

(5.19) Languagegeneratedby a strong bidirectional OT system
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The strong bidirectional OT system is more restrictive than the grammati-
cality/preference model: assumewe are analyzing an input string � and we
have some analysis

���

(with � as its terminal string) that is optimal for some
underlying input. Now, in the strong bidirectional model this analysis

�
� may

be blocked (i.e., made suboptimal, and thus inacceptable) by some analysis

���

which itself is not optimal in production-based terms. In the grammatical-
ity/preference model,

���

would not be grammatical and thus it would not com-
pete against

���

in the comprehension-basedoptimization. Hence,

���

would be
predicted to be grammatical and preferred.

136

5.3 Bidirectional optimization

(5.20) Strong bidirectional optimization in OT-LFG
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. . .
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Terminal string

�

input/Index
word string
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The independenceof the two optimizations in the strong bidirectional model
hasthe advantagethat the systemis conceptually rather simple (this goesalong
with certain computational advantages, as we will see in sec. 6.4). Strong
bidirectionality also opensup a simple way of deriving Language-Particular In-
effability, a phenomenon discussedin sec. 3.3.3 which poses a problem for
standard unidirectional OT (recall that the assumption of LF-unfaithful candi-
datesmade by Legendreet al. (1998) is highly problematic from a learnability
point of view). In strong bidirectional OT, all those underlying forms are pre-
dicted to be ineffable for which the production-based winner is suboptimal in
the comprehension-basedoptimization (

���

from the example just discussedis
suchan instance). Seesec.5.3.4 for a more detailed discussionand illustration.

The simplicity of an Ineffability analysis in the strong bidirectional model
obviously excludes the danger of overgeneration that one may seefor a stan-
dard production-basedOT system. It is not soclear however whether this effect
is reached at the price of undergeneration. Here, a problem of the indepen-
dence of the two optimizations may become relevant: for every well-formed
analysisone hasto ensurethat it comesout optimal in both directions. Without
further adjustments (such as context-sensitiveconstraints), the strong bidirec-
tional systempredicts that ambiguity of strings is practically nonexistent. This
ambiguity problemwas �rst pointed out by Hale and Reiss(1998). But even a
systemwith context-sensitive constraints, which could in principle resolve the
ambiguity problem, requires much further research.With the enforced context-
dependence of the comprehension-basedoptimization discussed in sec. 5.2,
there is at least a practical problem for strong bidirectional OT: the constraint
system taking context-effects into account must be extensive for a non-trivial
grammar fragment.

A related potential disadvantage of strong bidirectionality is that due to
the mutual independence,no interaction between the optimizations can be ex-
ploited for explanatory purposes. Thus, the inherent idea of constraint inter-
action as the main explanatory device is defeated at the interface of the two
directions. If interaction effects acrossthe two optimization directions are al-
lowed, this cansimplify the constraint systemsconsiderably, aswill be discussed
in the following subsection.

5.3.2 Weak bidirectional optimization

Perhaps most problematic about the strong concept of bidirectionality is the
strict blocking effect that any analysisexerts which is optimal in one of the di-
rections. The grammaticality/preference model is weaker and incorporates the
strict blocking effect only for production-based optimization, i.e., in the de�ni-
tion of grammaticality. In the comprehension-basedoptimization we get a rel-
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ativized blocking effect, since only grammatical analysescompete. Depending
how the issuesabout the exact character of comprehension-basedoptimization
are resolved(cf. the discussionin sec.5.2), suchan asymmetrical model may or
may not prove adequate for a more detailed disambiguation account.10 But if
we assumethat in the future it will be possibleto formulate the comprehension-
based optimization in an empirically adequate way (relative to a �xed con-
text), then even the grammaticality/preference model will presumably be too
restrictive: Eventhough the blocking in the comprehension-basedoptimization
is relativized, we do get strict blocking effects in the grammaticality-de�ning
part of the model: non-preferred readings will block other candidates in the
production-based optimization. This can lead to an undesired limitation of the
explanatory potential of the constraint interaction mechanism.

In his OT systemfor lexical pragmatics, Blutner (2000) proposesa symmet-
rical conceptof weakbidirection that remediesthis problem. Weakbidirection is
basedon mutual dependenceof the candidate sets.Transferred to the terminol-
ogy of this dissertation, we get the following de�nition of a weak bidirectional
OT system.11

(5.21) Theweakbidirectional OT system
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terminal string of
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��� ��
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and

��� � �� �

are auxiliary languagesspecifying the production-based op-
tima and the comprehension-basedoptima. What is crucial is the interdepen-
dence of the candidate sets: optimization in the production-based direction
is performed on comprehension-basedoptima which have the same input f-
structure; and vice versa, comprehension-basedoptimization is performed on

10Comparealso Zeevat's(2000) arguments for an asymmetrical model.
11Without making the systemsensitiveto context, asdiscussedin sec.5.2.2, the application of

such a systemto the syntactic domain is not very satisfactory. For comparability, I nevertheless
keep to the format of the de�nitions given so far, i.e., ignoring context-dependenceof the
analyses.
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production-based optima with the same string. Ultimately, the language gen-
erated by a weak bidirectional system is the intersection of the two auxiliary
notions.12

Impressionistically, one may envisage optimization according to this con-
cept asan inductive process,alternately running production-basedand compre-
hension-basedoptimization (this will be clari�ed further with an example in
sec.5.3.3). If a candidate wins in both directions, it is an acceptableoption for
the language modelled and is removed from the candidate sets for further in-
duction steps;thus, candidatesthat could not win under strong bidirection can
becomewinners after their competitor has been retracted. Blutner arguesthat
this concept is useful for deriving partial blocking effects in lexical pragmatics
(for example the fact that causeto die has an indirect-causation interpretation,
sincethe structurally simpler expressionkill existsfor the direct interpretation).
So far, there hasbeen little empirically oriented work elaborating the details of
such an account. But the concept seemsvery appealing for the derivation of
various aligment scales(cf. also Beaver 2000). In the following I discussnull
subjectsasan example from syntax suggestingan analysisbasedon weak bidi-
rectionality.

5.3.3 Deriving recoverability through bidirectional optimiza-
tion

Null subjects

Recall from sec.3.2.3 the discussionof null subjectsin Italian, basedon the OT
analysisof Grimshaw and Samek-Lodovici(1998) and Samek-Lodovici(1996).
As the example in (5.22) illustrates in somemore detail, the subject is dropped
in Italian when it is coreferent with the topic of the preceding sentence: in
(5.22a), Gianni is the subject and thus the topic, so in (5.22b), no pronoun
appears. In (5.23) however, Gianni is the focus or within the focus of the �rst
sentence(the topic being la mostra `the exhibition'). So (5.23b) is ill-formed
with a null subject.

12Concerns that the notion of weak bidirectionality may not be well-de�ned, due to the
apparent circularity, are refuted by Jäger (2000). A recursive de�nition is possible, since the
harmony relation, on which the application of Eval is based, is transitive and well-founded
(Jäger 2000, sec. 2). Jäger also proves that the results of (Frank and Satta 1998; Karttunen
1998) – that in regular-language based OT systems,the entire system is a regular relation –
carry over to weak bidirectionality .
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(5.22) a. Questa
this

mattina,
morning

Gianni �

G.
ha
has

visitato
visited

la
the

mostra.
exhibition

b. Più
more

tardi,
late

	
� /?egli � /??lui �

(he)/he
ha
has

visitato
visited

l'università.
the university

(5.23) a. Questa
this

mattina,
morning

la
the

mostra
exhibition

è stata
was

visitata
visited

da
by

Gianni � .
G.

b. Più
more

tardi,
late

* 	
� /egli � /lui �

(he)/he
ha
has

visitato
visited

l'università.
the university

Grimshaw and Samek-Lodovici(1998) derive thesefactswith the three con-
straints (5.24) in an ordinary comprehension-basedoptimization. PARSE is a
different formulation for our constraint MAX-IO. To avoid terminological con-
fusion, I will keep to the terminology of this dissertation, calling the constraint
MAX-IO.

(5.24) (Grimshaw and Samek-Lodovici1998, 194)

a. DROPTOPIC

Leavearguments coreferent with the topic structurally unrealized.
Failed by overt constituents which are coreferential with the topic.

b. SUBJECT

The highest A-speci�er in an extended projection must be �lled.
Failed by clauseswithout a subject in the canonical position.

c. PARSE

Parseinput constituents. Failed by unparsedelementsin the input.

The ranking Grimshaw and Samek-Lodovici(1998) assumefor Italian is the
following:

(5.25) DROPTOPIC

�

MAX-IO [or PARSE]

�

SUBJECT

Furthermore assuming that the topicality status of the pronominal's antecent
is encoded in the input, we get the following tableau for ha cantato (`he has
sung') – as a simpli�ed version of the secondsentencein (5.22) (candidate b.,
which is maximally MAX-IO-unfaithful to the input is called the null parse).
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(5.26) (Grimshaw and Samek-Lodovici1998, 202)

Input:

��� � � � �� � �
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�
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�

�� � 	�
�

�

�


� 	 �

D
R
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P
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O
P

IC

M
A

X
-I

O
[o

r
PA

R
S

E
]

S
U

B
JE

C
T

a. + ha cantato * *
b. *!*
c. lui ha cantato *!
d. ha cantato lui *! *

Candidatesc. and d. violate DROPTOPIC, since the subject pronoun is coref-
erent with the topic, but neverthelessrealized in these candidates. Since the
DROPTOPIC outranks the faithfulness constraint MAX-IO, candidate a. with the
unexpressedsubject pronoun is thus most harmonic.

When the subject pronoun is not coreferent with the topic (as in (5.23)),
candidatesc. and d. satisfy DROPTOPIC, so their faithfulness to the input pays
off this time, and c. becomesthe winner: 13

(5.27) (Grimshaw and Samek-Lodovici1998, 203)

Input:

��� � � � �� � �

�

�

�

�

�


� 	 �

D
R

O
P
T

O
P

IC

M
A

X
-I

O

S
U

B
JE

C
T

a. ha cantato * *
b. *!*
c. + lui ha cantato
d. ha cantato lui *

For English, Grimshaw and Samek-Lodovici (1998) assume the ranking
MAX-IO

�

DROPTOPIC

�

SUBJECT. Hence, the effect of DROPTOPIC is neu-
tralized by the faithfulness requirement, and no null subjectsare predicted.

13Candidate d. may only win if an additional constraint ALIGNFOCUS is assumed, ranked
between MAX-IO and SUBJECT. With the subject marked as focus, only d. will satisfy this
constraint and thus win.
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Deriving recoverability from constraint interaction

The constraint DROPTOPIC that Grimshaw and Samek-Lodovici(1998) assume
is a very effective constraint, but its formulation is also a fairly complex. It
contains a condition checking the discourse status of a pronoun's antecedent
– within the antecendent's sentence; and sensitive to this condition the non-
realization of the argument is rewarded.

Following the discussionin chapter 2 and sec.3.1, such a constraint poses
two questions: (i) is there an independent motivation and (ii) is the constraint
really primitive, given its complex logical structure? (Cf. also the commitment
to logically simple constraints in Grimshaw 1998.) To answer question (i):
What could be a functional motivation for leaving underlying material unex-
pressed?At �rst this seemsto thwart the most basiccommunicative principles.
But it can be reconstructedstraightforwardly from economyprinciples. To keep
utterancesbrief, it is essentialto avoid unnecessarystructure. Of course,econ-
omy can only be complied with to the degreethat the content of the utterance
can still be conveyed. In other words, only material that can be easily recon-
structed by the hearer should be dropped. This is exactly what the constraint
DROPTOPIC specializeson: avoid the repetition of (a certain type of) material
that is already contextually given. So there is independent motivation. But,
addressingquestion (ii), is the constraint really a primitive one?

I would like to argue that in a bidirectional optimization model, the interac-
tion of communicative forces just discussedasa way of motivating DROPTOPIC

can be captured more perspicuously as an instance of constraint interaction,
basedon simpler constraints. Asan additional point, this derivation of the effect
of DROPTOPIC is to demonstrate the independenceof this interaction from the
faithfulness constraint MAX-IO (or PARSE). Even with a low-ranking MAX-IO,
we can get a languagethat doesnot allow null subjects.This is important since
else, we would have very limited possibilities of explaining ellipsis phenom-
ena in non-pro-drop-languagesas an effect of constraint interaction (involving
MAX-IO too).

The economy principle can be formulated as a constraint * XP (5.28). With
this constraint, the basic pattern favouring null subjects is very simple (5.29)
(note the low ranking of MAX-IO).

(5.28) * XP
Avoid structure. Violated by maximal projections.
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(5.29)

Input:
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a. + [ �	 ha [ 
	 cantato]] ** * *
c. [ �	 [ � 	 lui] ha [ 
	 cantato]] ***!

Candidate a. wins over c. simply becauseit contains lessstructure. For English,
we would have SUBJ

�

* XP, soc. would win. This pattern alone certainly does
not give us the correct results. It predicts that the null parse (5.26b) is even
more harmonic than a., and it doesnot predict any difference between the topic
context (5.22) and the non-topic context (5.23).

The intuition is that material can only be dropped as long as it is contex-
tually recoverable. One way of formalizing this intuition would be to limit the
candidate generation function Gen �

�
� �

�
�

� accordingly, assuming a recoverability
principle. Then the null parsewould no longer appear in the tableaux, and the
two tableaux (5.26) and (5.27) would differ in that a. would be missing from
the latter one.

However, the recoverability effects can be explained by assuming a
comprehension-basedoptimization which complements the production-based
part just sketched. (Subsequently, I will focus on the problem of topic/non-
topic context, leaving aside the null parse problem; once the context problem
is solved, a generalization to the null parseproblem follows.)

To make the bidirectional optimization explicit, we need an architecture
with a representation of context. For making the case, I will here assumea
very simple context representation: a set of the f-structures of the sentences
in the salient context. Of course, what is actually required is some discourse
semantic representation, for instance a discourse representation structure (cf.
Kamp 1981; Kamp 1990; Kamp and Reyle 1993). It is essential that we have
discoursereferents for the individuals that can be referred to, rather than syn-
tactic representations of surface phrases. But to avoid notational overhead, I
will pretend that we can use the PRED value `Gianni' in the f-structure asa dis-
coursereferent that is anchored to the individual the speakerand hearer know
by the name Gianni.

As a further simpli�cation I will assume that the feature TOPIC in the f-
structure representsexactly the relevant information-structural notion (which
is not quite true for LFG'sactual discourse function TOPIC – this is the gram-
maticalized version of the information-structural notion).
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(5.30) Architecturefor a simplecontext-dependentOT model
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PRED `sing

� � � '
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MAX-IO, DEP-IO

�

C-structure/
Morpho-lexicalconstr.

IP

I

�

I VP

ha V

�

V

cantato

�

Articulatory/perceptual system

A discourse coherenceconstraint DISCCOHER checksthe f-structure of the
currently uttered sentenceagainst the salient context. Finding a good formula-
tion for this constraint is not trivial, but for our purposes,the very simple for-
mulation in (5.31) one will do. In Italian, DISCCOHER is ranked above * XP.14

(5.31) DISCCOHER

For atomic f-structure values in the current f-structure, the current f-
structure and an f-structure from the salient context set contain the
samefeature path.

14Presumablythis ranking must hold universally, but it should not be required to stipulate this
fact; a re-ranking would lead to an absurd system,which should be precluded by the learning
scheme.
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Coreference with topic: null subject

Consider the following simpli�ed version of dialogue (5.22):

(5.32) a. Gianni
G.

è
has

venuto.
come

b. Ha
has

cantato
sung

We want to derive that in this context, the null subject in the secondsen-
tence is correct. In a symmetrical bidirectional system, we have to check the
following: is ha cantato the optimal way of expressingthe underlying content
sing(Gianni)? And vice versa, is sing(Gianni) the optimal interpretation of the
string ha cantato? Ignoring the null parseat this point, this turns out straight-
forward in the given context. The relevant optimizations are shown in (5.33)
and (5.34) below.

(5.33) Production-basedoptimization

Context Input F-Structure
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a. + [ � 	 ha [ 
 	 cantato]] * ** * *
b. [ � 	 [ � 	 lui] ha [ 
	 cantato]] * ***!

For the production-based optimization (5.33), DISCCOHER takes no effect,
sinceboth the f-structure input and the context are �xed, and so all candidates
incur the sameDISCCOHER violations (every informative utterance will violate
discoursecoherenceto a certain degree). Thus, as in (5.29), economy givesus
ha cantato as the winner.
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(5.34) Comprehension-basedoptimization

Context Input String
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**!*. . . ** * ***

In comprehension-basedoptimization (5.34), different interpretations of
the string ha cantato compete. For the syntactic markednessconstraints (* XP
and SUBJECT), thesecandidateswill all have the sameconstraint pro�le, since
the string is �xed. 15 We do get differences in the MAX-IO violations, as can-
didate c. shows: this candidate assumesthat the string is elliptical for Maria
claimedthat Gianni has sung. So the amount of material left unrealized in the
c-structure/l-structure varies with the interpretation assumedas underlying in
the candidates. Note however that the number of violations of DISCCOHER is
decisive for the outcome. Here, candidate b. is closestto a., assuminga differ-
ent referent for the unexpressedsubject. However, since Gianni is the topic in
the context, candidate a. incurs fewer violations of DISCCOHER.16

15Generally, of coursedifferent syntactic analysesare possiblefor a given string, but here we
may assumethat all analysesother than [ �� ha [ �� cantato]] are wildly more marked.

16Strictly speaking,the candidate set contains also candidateswith a more heavily unfaithful
c- and l-structure. This way ha cantatocan in fact be combined with an f-structure that is 100%
coherent with respectto the context. Given the high ranking of DISCCOHER sucha candidate is
the actual winner of this optimization. However, assoonasthe opposite optimization direction
is considered, the irrecoverability of them becomesobvious. I ignore these candidates in this
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Taking together the two directions of optimization (5.33) and (5.34), we
get the clear prediction that ha cantato is the correct form in the context under
discussion.

Coreference with non-topic: overt subject

Let us now investigate the alternative context, with Gianni not being the topic
in the previous sentence.We want to predict that a null subject is inacceptible
in that context.

(5.35) a. Questa
this

mattina,
morning

la
the

mostra
exhibition

è stata
was

visitata
visited

da
by

Gianni.
G.

b. * 	/lui
(he)/he

ha
has

cantato
sung

We get (roughly) the following context representation in (5.36). Note that la
mostra `the exhibition' is marked as the topic.

(5.36)
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This time, the assumption of a weak bidirectional model proves essential.
Recall that the candidate sets in weak bidirectionality are de�ned by mutual
reference to the opposite concept of optimality. Abstractly, one should think
of all dependenciesas applying simultaneously. But if we want to verify the
predictions we are forced to proceed in some sequence. This means that ini-
tially, we can only work with preliminary candidate sets,which are potentially
too large since some candidates may not actually be optimal in the opposite
direction (in fact, very many of them will not).

Let us start with comprehension-basedoptimization for the string lui ha
cantato: Since the subject is realized, there is a smaller spaceof possibilities
for �lling out the missing part (the coreferent element has to be third person
masculine). And although due to the different context, the discoursecoherence

exposition, since it is more illustrative to demonstrate the irrecoverability with more intuitive
examples.

148

5.3 Bidirectional optimization

is now lower than it was in (5.34), we get candidate a. – sing(Gianni) – as a
clear winner.17

(5.37) Comprehension-basedoptimization – preliminary candidate set

Context Input String

�
����������

���������
��
��
��
��
��
��
��
�

TOPIC

SUBJ

�
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We might now expect that the production-based optimization will con�rm
lui ha cantato as optimal for sing(Gianni). This is not the casehowever. With-
out the specially tailored DROPTOPIC constraint, there is nothing substantial
that makescompetition (5.38) (for the non-topic context) different from (5.33)
above(for the topic context).

(5.38) Production-basedoptimization – preliminary candidate set
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a. + [ �	 ha [ 
	 cantato]] ** ** * *
b. [ �	 [ � 	 lui] ha [ 
 	 cantato]] ** ***!

17The sameproviso as in footnote 16 on page148 applies.
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Had we assumeda strong bidirectional model, this would be a problem.
Since the two optimizations do not agree on a single f-structure/string pair,
the underlying input f-structure would be predicted to be ineffable under the
ranking for Italian.

In a weak bidirectional model we are not �nished yet however. We do not
know yet whether we were initially using the correct candidate sets for the
two optimizations. So we have to check whether (5.38a) really should have
been in the candidate set for the respective underlying input f-structure (i.e.,
sing(Gianni)). For this to be the case,sing(Gianni) would have to be optimal for
the string of (5.38a) – ha cantato– in the presentcontext. This comprehension-
basedcompetition is checkedin (5.39).

(5.39) Comprehension-basedoptimization – preliminary candidate set

Context Input String

��
����������

���������
��
��
��
��
��
��
�
�

TOPIC

SUBJ

�
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PRED ÈXHIBITION'

	
�

PRED `sing

�

�

�

'
TNS PRES

ASP PERF

	�
��
��
��
��



** ** * *

b.

��
��
��
��
��
�

TOPIC

SUBJ

�

PRED `GIANNI'

	
�

PRED `sing

�

�

�

'
TNS PRES

ASP PERF

	�
��
��
��
��



***! ** * *

c.

��
��
��
��
��
�

TOPIC

SUBJ

�

PRED `MARIA'

	
�

PRED `sing

�

�

�

'
TNS PRES

ASP PERF

	�
��
��
��
��



***! ** * *

This competition starts out similar to (5.34), but note the difference in the
context. For this reason,Gianni is no longer the most coherent choice for �lling
out the subject. It is more coherent to use the topic of the previous sentenceas
the subject, i.e., the exhibition. So we have found an instance of irrecoverabil-
ity: in the present context, sing(exhibition) is optimal for ha cantato and vice
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versa.18 This shows that (5.38a) is not contained in the candidate set (5.38),
according to weak bidirectional optimization and we get b. asthe winner of the
corrected tableau:

(5.40) Production-basedoptimization – corrected candidate set
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b. + [ � 	 [ � 	 lui] ha [ 
	 cantato]] ** ***!

Hence we have a match between the two directions of optimization (5.37)
and (5.40): in the non-topic context, lui ha cantato is predicted to be the correct
form for sing(Gianni)).

Note �nally , that although the null subject analysis incurs a MAX-IO viola-
tion, this constraint is neither involved in deriving the right context effects,nor
in the cross-linguistic contrast with non-pro-drop-languages like English (En-
glish follows if SUBJECT outranks * XP). This is desirable since it leavesspace
for ellipsis analysesin non-pro-drop-languages.

The argumentation in this section showed severalthings:
� the constraint set assumedby Grimshaw and Samek-Lodovici(1998) for

the analysisof null subjectscan indeed be simpli�ed by moving to a bidi-
rectional optimization model: the complex formulation of the DROPTOPIC

constraint is no longer required;

� in a bidirectional optimization account, the interaction between con-
straints and the directions of optimization derive the concept of recov-
erability, which is usually assumedasa meta-restriction on syntactic anal-
yses;

� optimization basedon a �xed context permits a �ne-grained account of
the empirical data, while at the same time working with highly general
constraints (using the sameconstraint set for both directions);

18This meansthat the actual prediction for the data in (5.35) and (5.23) is the following: the
null subject version of the secondsentence(in both examples) is not syntactically ungrammat-
ical, but it has the semantically anomalous reading in which the exhibition is the agent of an
action. (Compare also footnote 8 on page130 above.) This seemsa reasonableaccount of the
data.
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� �nally , the notion of weak bidirectionality (as opposedto the straightfor-
ward strong model) is crucial for such an account.

5.3.4 Ineffability and strong vs. weak bidirectionality

Aspointed out brie�y in sec.5.3.1, a bidirectional OT model provides a solution
to the puzzle that Language-Particular Ineffability posesto the OT approach
(cf. sec.3.3.3) without recurring to the assumption of LF-unfaithful candidates
(as Legendreet al. (1998) do).19 Recall that LF-unfaithful candidatesare prob-
lematic from the point of view of learnability (sec. 3.3.4).

Ineffability and strong bidirectionality

With strong bidirectionality , the mechanism that makes a certain logical form
ineffable in a particular language is quite straightforward: only meaning-form
pairs that are optimal in both directions are de�ned to be included in the lan-
guage of the OT system. Now, suppose the optimal candidate for a certain
underlying representation

�

has surface string � . But in the comprehension-
basedoptimization of the alternative candidate analyseswith string �, we get
a different winner: somecandidate with the underlying form

�

�

(

�

� �
�

�

). This
means that

�

is ineffable in that language. One may say that this meaning is
irrecoverable for the hearer sinceshemust always assumethat when a speaker
utters � he means

�

�

. In other words,

�

�

blocks

�

, making

�

ineffable. We
can illustrate this by the following schematicpicture (following a visualization
schemeof Johnson1998); I use the * on an f-structure representation to mark
ineffability and � for the less-harmonic-thanrelation:

(5.41) *

� �

�

� �

�

�

�

�

�

Note that ungrammaticality and ineffability are exact mirror imagesin a strong
bidirectional model: Ungrammaticality of a string � results if the optimal

19This application of bidirectional optimization wasbrought to my attention by JoanBresnan
(p.c., March 2000). The samegeneral idea is underlying in the proposal by Smolensky(1998)
(seealso the application of bidirectional OT-LFGin Lee2001).
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among all analysesfor a string � has the underlying form

�

, but in production-
basedoptimization for

�

we get an optimal candidate with a different surface
string � �

( � � �
�

� ). So, � �

blocks � , making � ungrammatical.

(5.42)

�
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� �

* � � �

With the simplicity of blocking con�gurations, it is easyto seethat we can have
a situation where an underlying form

�

is blocked by an alternative reading

�

�

of string � , which is itself ungrammatical due to another string � �

for

�

�

.
String � may for examplebe a multiple wh-question like Whoatewhat, which is
ungrammatical in Italian, with the underlying multiple wh-question (

�

) being
ineffable. An alternative interpretation of Who ate what, with an inde�nite
object (

�

�

), blocks
�

. The string � itself is blocked by a different string � �

– the
Italian equivalent of Who ate anything.

(5.43) *
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For the present purposes it is of subordinate relevance what exact con-
straints are involved in giving rise to the sketched harmony relation among
the candidates. The following ad hoc interpretive constraints under ranking

�
�

�

Italian

�
�

would for instance have the intended effect of making

�

�

more
harmonic than

�

:

(5.44) a.

�
�

: non-topicalized pronouns get an inde�nite interpretation

b.

�
�

: what is interpreted asa wh-word

In English, the opposite constraint ranking would lead to a different picture,
with both the form-meaning pair

� �
�

�

�

and

� � �
�

�

�

�

being well-formed:
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(5.45)
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Ineffability and weak bidirectionality

How can ineffability be modelled in the weak bidirectional model discussedin
sec. 5.3.2 and 5.3.3? The direct blocking account of the strong model does
not carry over, since with weak bidirectionality the unoptimal candidates of
the �rst round may “get a second chance”. As the bidirectional winners are
removed from the preliminary candidate sets, losers of a strong bidirectional
competition may still become winners under the weaker regime. For the pic-
ture in (5.43), we would for instance exclude the

� �
�

�

�

candidate from the
preliminary candidate set of �: sincewe know that the optimal form for

�

, we
can be sure that � cannot be its optimal form too.

(5.46)
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But this would changethe situation in sucha way that

� �
�

�

�

is predicted to be
bidirectionally optimal too – both in English and Italian. This shows that with
weak bidirectionality a more sophisticated account of ineffability is required.
An underlying representation will be predicted to be ineffable only if all pos-
sible realizations are bidirectionally optimal for some other representation, as
sketchedin the schematicpicture in (5.47) (with preliminary candidate setson
the left and the �nal candidate sets– singletons – on the right). The competi-
tion for the ineffable meaning

�

ends up with an empty candidate set sinceall
preliminary candidatesturned out to be optimal for someother meaning.

(5.47)
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Note however that all strings in the original preliminary candidate set for
�

are
predicted to be grammatical (with someother meaning). This posesan empiri-
cal problem for ineffability exampleslike the Italian *Who ate what. Of course,
the context-sensitiveset-upproposedin sec.5.3.3 provides further meansto de-
rive the inacceptability of examples– all possiblecontexts may be semantically
anomalous –, but we have to note that the strong bidirectional model allows
for a more elegant account of Language-Particular Ineffability . Hence,both the
strong and the weak model have conceptual and empirical advantagesand dis-
advantages;clearly more researchis required before one can decide which one
should be favoured – or how a third alternative should look like, combining the
advantagesof both.

Interestingly, some of the computational considerations in the following
chapter will depend on design decisionsin the bidirectionality question too.

5.4 Summary

In this chapter I discussedvarious issuesaround the directionality question in
a formal OT model of syntax. At this point it would be premature to draw
any de�nite conclusions. A striking observation is that although the formal
meansmake it straightforward to de�ne a comprehension-basedoptimization
in analogy to the standard production-basedmodel, it is fairly intricate to judge
whether the behaviour of such a system is in line with linguistic intuitions.
Future work has to clarify the character of the individual optimizations and
their combination further.

Sec.5.3.3 showed however that the context-oriented application of a weak
bidirectional model givesrise to a very promising account of syntactic phenom-
ena in context. The analysis uses a set of well-motivated constraints with a
simple structure, deriving the recoverability condition on syntactic structures
as an effect of constraint interaction. On the other hand, sec. 5.3.4 revealed
advantagesof a strong bidirectional OT model in the derivation of Language-
Particular Ineffability . The decision between the two types of bidirectionality
has to be consideredopen and will require further research.
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Chapter 6

Computational OT syntax

In this chapter, I addressthe computational sideof the OT syntax formalization.
The main issues,to be reviewed in sec.6.1, are the in�nity of the candidate set
and directionality of processing.As we have seenin sec.4.2.2, unrestricted OT
systemsare undecidable in the generalcase;i.e., it may be undecidablewhether
a given string is in the languagegeneratedby sucha system.Here, I will argue
however that the conceptually and empirically well-motivated formalization of
chapter 4 provides a suf�ciently restricted basis for a computational account.
In sec.6.2, I show that decidability results on LFGgeneration can be extended
to the OT-LFG model and discuss the consequencesfor the other processing
tasks. Sec.6.4 presentsa chart-basedalgorithmic approach to generation and
parsing.

6.1 Processing issues for OT-LFG

Given the formal OT-LFG system de�ned in chapter 4 and the generalization
to the other direction of optimization discussedin chapter 5, can one devise
computational procedures for tasks like recognition, parsing and generation?
Here, I will mainly look at the individual unidirectional models, addressing
the question of bidirectional models only in passing (but I will come back to
bidirectionality in sec.sec:decid-OT-other). Let us start considerationswith the
simpler task, �rst of all the generation task for a production-basedoptimization
system: given an underlying form (an input f-structure), what is the optimal
candidate according to an OT system?I will call this task (A1).

The initial idea how to approach this task is quite obvious: we could follow
the de�nition of the OT-LFG system illustrated in (4.82) on page 115, using
standard LFG processing techniques: (i) generate from the input f-structure,
using the LFGgrammar

�
�

	 


�
�

� for inviolable principles; (ii) apply constraints to
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the candidates(this gives us a sequenceof constraint violation counts for each
candidate); (iii) pick the most harmonic candidate:

(6.1)

generation

�

�

�

�

�
�

�

marks

�

�

�

�

�

�

�

�

�

�

� � � � �

�

��� �

�

�

�

�

�

�
�

� �

�

�

�

�

�

�

�

�

�

� � � � �

�

��� �

�

�
�

	 . . . . . .

�

�

�

�

�

�

� �

�

�

�

�

�

�

�

�

�

� � � � �

�

��� �

�

�
�
��
�
�
��
�
�
�
�
�
�
	

Eval�

�

�

� � ��
�

�

� � ��
�

The parsing task with a comprehension-basedoptimization system is sym-
metrical (see(5.2) on page119). I will call this task (B1). For a computational
account the sameset-up suggestsitself, only starting with a string and applying
standard LFGparsing rather than generation as the initial step.

Now the question is: Are these obvious computational approachespossi-
ble with the systemformalized in chapter 4? The crucial issue is whether the
faithfulness violations allowed by Gen �

�
� �

�
�

� can be dealt with computationally.

6.1.1 In�nite candidate sets in processing

For each of the two directions of optimization, one of the faithfulness con-
straints is a processing issue (when violated). For convenience, (4.70) and
(4.72) are repeated as examples of unfaithful analyses (details of the

�

-
projection basedrepresentation of sec.4.6.2 are irrelevant here).

DEP-IO violations – epentheses– like (4.70) cancreatean in�nite number of
possibilities for generation with a production-based optimization (task (A1)):
As the notation using the general category symbol FPfor the functional projec-
tion suggests(cf. footnote 49 on page105), the c-structure rules in

�
�

	 


�
�

� allow
us to stack arbitrarily many functional projections in an extended projection.
Furthermore, the f-structure contribution of all of them can be uni�ed, since
we can ignore the PRED values (under a DEP-IO violation). In other words,
candidate [ � 	 who did [ � 	 did [ 
 	 they see]]] is available too for the samein-
put f-structure asin (4.70), etc. So,according to the OT inuitions we get indeed
in�nitely many candidates. And this is certainly true for any input. Note that
in the (A1) generation task MAX-IO violations – deletions – like (4.72) are
no problem, since there is only a �nite amount of information in the input to
delete.
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(4.70) Violation of DEP-IO
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(4.72) MAX-IO-unfaithful candidatein an ellipsisaccount
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For the (B1) task – parsing with a comprehension-basedoptimization – the
situation is the mirror image. MAX-IO violations create an in�nite number of
possibilities, assuggestedby candidate (4.72), which may be usedin an ellipsis
analysis. Here, DEP-IO violations are unproblematic, as there is only a �nite
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number of string elements that could have been inserted.

(Against the background of the context-oriented setup of a bidirectional OT
systemdiscussedin sec.5.3.3, one expectsthat deepstacking of repeatedMAX-
IO violations is empirically more relevant than repeated DEP-IO violations. But
there should be a general way of deriving the effects from constraint interac-
tion.)

Given that the formalization of OT syntax is basedon the LFG formalism,
why does the in�nity problem not arise in classical LFG parsing and genera-
tion? Here, the details in the interpretation of

�
�

	 


�
�

� as a “formal LFG-style
grammar” (sec. 4.2.1 and 4.2.2) come into play. The bare LFGformalism – the
combination of a c-structure grammar asan unrestricted context-free grammar
and f-structure projected from c-structure – does actually allow for an in�nite
number of different structures over a given terminal string: if the context-free
grammar contains a rule recursion that can be used in a non-branching way,
there are arbitrary many c-structures, including zero to � recursions. To ensure
decidability of the parsing task, such recursions are excluded in LFGby de�ni-
tion: the of�ine parsability condition (Kaplan and Bresnan1982, 266) basically
saysthat if there is a potential recursion in a nonbranching chain, the structure
passing this recursion zero times is the only valid LFG structure (see (6.2a),
which was brie�y discussedin sec.4.1 on page60).

For the classical generation task (see Wedekind 1995; Wedekind 1999;
Kaplan and Wedekind 2000), there is a parallel issue to take care of: in a
uni�cation-based framework, the samefeature information can arise from ar-
bitrary many c-structural places, all being uni�ed together. To guarantee de-
cidability of the generation task, an of�ine generability condition has to be as-
sumed, again excluding vacuousapplication of rule recursion, here with refer-
ence to resourced feature structures (cf. the example in (6.2b), assuming that
did doesnot introduce a resourcedPRED value).1

(6.2) a. Parsing

* XP
YP
XP
. . .

1The useof an of�ine generability condition is currently explored by the XLEgroup at Xerox
PARC (John Maxwell, p.c., July 2000). The idea is that recursive parts of the grammar may
only be passedif someresourced– or instantiated – feature (e.g., a PRED value) is introduced
along the way.
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b. Generation

* FP

NP F

�

who F FP
(

�

PRED)=`. . . '
did F

�

F VP

did she see
(

�

PRED)=`. . . ' (

�

PRED)=`. . . '

Now, coming back to OT processing,there is a choice:

� One could decide to inherit the favourable computational properties of
the standard LFG model and de�ne

�
�

	 


�
�

� to be an LFG grammar in
the narrow sense,including the of�ine parsability and of�ine generabil-
ity condition. So, in certain casesthe computed candidate set would be
restricted a priori , where the formal OT model actually predicts restric-
tion through constraint interaction. But note that this does not exclude
the possibility of faithfulness violations altogether. It merely excludesre-
peated faithfulness violations basedon a single rule recursion. So,empir-
ically this restriction might go unnoticed – at least for the DEP-IO viola-
tions in the (A1) task.

For all practical purposesinvolving the implementation of non-trivial frag-
ments, this is presumably the adequate choice, in particular as it means
that existing parsing/generation systemslike XLEcan be applied straight-
forwardly.

� Alternatively,

�
�

	 


�
�

� could be de�ned as a more relaxed formal grammar
than a classicalLFG grammar. The limiting effect of constraint interac-
tion on the degree of unfaithfulness would then have to be re�ected in
the processingsystem too. This computational account would meet the
methodological principle (3.1) of constraint interaction as the explana-
tory device also in the processingapproach. Thus this choice is superior
on theoretical and aestheticgrounds. For practical application on a larger
scale,it is presumably lessadequate.

To be able to control the constraint pro�le of an in�nite set of candidates,
one needs an approach with interleaved candidate generation and con-
straint checking. The sequential set-up (6.1) cannot work, since the �rst
step would not terminate. Sucha procedure, using a chart for generation
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and parsing, is proposed in (Kuhn 2000b) (discussed here in sec. 6.4).
The construction in sec.6.2 also builds on this insight.

6.1.2 Directionality in processing

Independent of the decision on the formal character of

�
�

	 


�
�

� , discussedat the
end of the previous section, there is a further processingissuethat either of the
approacheshas to address.This is introduced in the current subsection.

So far, we have looked at proceduresfor

(A1) the generation task for production-based optimization (typically mod-
elling grammaticality); and – symmetrically –

(B1) the parsing task for comprehension-basedoptimization (typically mod-
elling preference).

This leavesopen important other tasks. With (A1), we have the generation
task for production-basedoptimization, but the respectiveparsing and recogni-
tion task is still missing: we want a procedure telling us whether a given string
is contained in the string language de�ned by the OT model (the recognition
task). We may also want to know what the correct structure for this string is,
which is what Johnson (1998, sec.4) calls the universal parsing task.2 Recog-
nition and parsing (for production-based optimization) are closely related. Let
us refer to both tasksas (A2).

According to the de�nition of the language generated by an OT system
((4.24) on page 66), the (A2) tasksamount to checking whether there is some
underlying input representation for which the string is the optimal candidate.3

In parsing, we are typically interested in all possible analyses,so the task is
to �nd all underlying input representationswhich have the given string as the
terminal string of the optimal candidate.

At this point it is probably already clear that the (A2) task is crucially differ-
ent from (B1) – although both tasksare parsing tasks(for more discussionsee

2Johnson'sde�nition is:

(i) Theuniversalparsingproblemfor OT-LFG:
Given a phonological string � and an OT-LFG

�

as input, return the input-candidate
pairs

��
�

�� generatedby

�

such that the candidate � hasphonological string � and � is
the optimal output for

�

with respectto the ordered constraints de�ned in

�

.

3For comprehension-basedoptimization (B), the parallel task – (B2) – is intuitively less
interesting (given a logical form, is it the preferred reading for some string in the language
under consideration?). I will thus focus on the (A2) task.
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(Johnson 1998) and (Kuhn 2001a, sec.4.1)): in the formal model underlying
(B1), comprehension-basedoptimization, it is the string that de�nes the candi-
date set; hence, when we are given a particular string, it is straightforward to
compute the corresponding candidate set Gen �

�
� �

�
�

� ( �) by parsing with

�
�

	 


�
�

�

and then apply harmony evaluation on the analyses. In contrast to this, the
formal model underlying the (A2) task is production-based. So,grammaticality
can only be determined with an f-structure-basedcandidate set. When we are
given a string � , we �rst have to �nd underlying input f-structures

�

� which
could have de�ned the candidate setsGen �

�
� �

�
�

� (
�

� ) that made an analysiswith
string � optimal. So, although (A2) is the parsing task for production-based
OT, the crucial step is a generation step, very much like in (A1): the genera-
tion from underlying f-structures gives us the set of candidates on which the
constraints are applied.

How do we arrive at the possibleunderlying f-structures

�

� (for which the
generation task will be computed)? Since input f-structure subsumecandidate
f-structures it suf�ces to look for those analysesin

�
�

	 


�
�

� , which have string �

as their terminal string. From thesecandidates' f-structures we can extract the
relevant input information. So, given our string � we are looking for the set


 �

�

�

�

�

�

�
�

���
	 


�
�

�

� � is the terminal string of

�

�

�

. This is in fact a parsing task
quite similar to the initial step of (B1), but recall that it will be followed by
(A1)-style “backwards” generation stepsto complete the (A2) parsing task.

The schemein (6.3) on page 164 (taken from Kuhn 2001a) illustrates the
entire (A2) process graphically for an abstract example (parsing the string
`ab c'). Note that a given string may have no or many grammatical readings.
Quite obviously, a computational procedure for task (A2) along these lines in-
volves processingin two directions, so one may call it a bidirectional processing
approach. However one should not confuse this with the concept of bidirec-
tional optimization models. Note that optimization is applied only in one di-
rection. One could of courseapply another optimization at the very end of the
procedure sketchedin (6.3), comparing the strings that survive the comparison
step (v). This extended procedure would then model the bidirectional gram-
maticality/preference model of sec.5.3.1, sketchedin (5.18) on page 135. So
rather interestingly, the implementation of this simple bidirectional model adds
nothing to the complexity of the processingtask – neither does it reduce the
complexity. If a strong bidirectional model (as sketchedin (5.20) on page137)
is implemented, the processingtask actually becomessimpler: one can apply
comprehension-basedoptimization already during the parsing step (i), so only
the optimal candidate'sunderlying form has to be considered for step (iii)-(v).
(For instance, the parse

��
�

�

� in (6.3) may be optimal for step (i), then (ii), (iii)
and (iv) would only haveto be applied to this candidate, and failure of the com-
parison (v) would tell us immediately that the string parsedis not well-formed
according to strong bidirectional optimization.)
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(6.3) Task (A2) asparsingand “backward generation”

�: `ab c'

(i) Parsing
with

�
�

	 


�
�

�

��
�

�

� . . .

��
�

�

� . . .

�
�

�

�

�

.
.

a b c
,

��
�

P A

S

�

P X

H Y

�
	�



� �

.
.

a b c
,

�

P B

G � � �
�

� � .

a b c
,

�

P C

H � � �
�

�

(ii) Filter out Pred-Arg-Struc.

� 	
�

�
�

P A

GF

�

P X

	
�

� 	



�
�

P B

	 � 	�
� �
�

P C

	

(iii) Generation
with

���
	 


�
�

�

��
�

�

� �

��
�

�

� �

��
�

�

� �	

��
�

�

�� . . .

��
�

�

� �
 . . .

�

.
.

a b c
,. . .

� �

.
.

c a b
,. . .

�

. . .

�

.
.

a b c
,. . .

� �

.
.

a b c d
,. . .

�

(iv) EVAL local to generatedcandidatesets:

+ +

optimal optimal

(v) Comparisonwith input string � :
c a b

�
�

� a b c = �

7 4

(i) parsestring to determine possiblecandidateswith the string

(ii) �lter out the part of the candidates' f-structure that re�ects the
input

(iii) “backward generation” from input f-structures

(iv) harmony evaluation: optimal candidate in a generation-based
competition determines grammaticality

(v) string in optimal candidate has to match the initial string; else,
initial string is not grammatical for this particular underlying input
f-structure
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But let us go back to the (A2) task, i.e., parsing for a unidirectional,
comprehension-basedoptimization model. To closeoff this section let us come
back to the issueof unfaithful candidatesdiscussedin sec.6.1.1. There I noted
that only DEP-IO violations are problematic for the (A1) task. So one might
have thought that production-based optimization can be modelled computa-
tionally without worrying about unpleasant side-effectsof MAX-IO violations
(e.g., for null subjectsor ellipsis).

But implementing (A1) alone is not suf�cient, since this task does not tell
us for a given string whether it is contained in the language of the OT system;
the recognition/parsing task (A2) is required. And with (A2) we do get the
issue of MAX-IO violations for the comprehension-basedoptimization model
too. Formally, there is an in�nite set of possible candidates for each given
string, so step (i) from (6.3) may not terminate.

Of course the problem does not arise if

���
	 


�
�

� is de�ned as a strict LFG
grammar, since then of�ine parsability guaranteesthat the set of analysesfor a
given string is �nite. Hence, task (A2) is not problematic in principled terms.
With the alternative choicehowever (unrestricted

�
�

	 


�
�

� ), the situation is more
intricate. In the direction of optimization (generation for (A1) and (A2)), we
have the possibility of exploiting constraint interaction for controlling the de-
greeof unfaithfulness. This possibility is missing for the opposite direction, i.e.,
parsing in (A2). This issueis discussedin more detail in the following section.

6.2 Decidability of OT-LFG generation

In this section, I show that the OT-LFGformalization established in chapter 4
provides a suf�ciently restricted basis for a computational account. Sec.6.2.1
reviews the result of Kaplan and Wedekind 2000, which establishesthat the
result of standard LFGgeneration (from a given fully speci�ed f-structure) can
be constructed as a context-free grammar. In sec.6.2.2, I exploit this result to
show that the generation for a production-basedOT-LFGsystem(task (A1) from
sec.6.1) is decidable. Sec.6.3 will discussthe consequencesfor the remaining
processingtasks.

6.2.1 Generation with LFG grammars

The result of Kaplan and Wedekind 2000 – that LFG generation produces
context-free languages – constitutes the crucial ingredient for the decidabil-
ity argument for OT-LFGI will make in the following section. Before going into
Kaplan and Wedekind's construction, I will brie�y review some of the longer-
establishedresults on decidability of generation with LFGgrammars.
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Decidability of LFG generation from fully speci�ed f-structures

Wedekind (1995) proves the decidability of generation from fully speci�ed f-
structures; in contrast, Wedekind (1999) presentsa proof that generation from
f-structures which are only partially speci�ed is undecidable in the general case
(see also Dymetman 1991). However, as Wedekind (1999, 280f) discusses
brie�y , it seemsthat undecidability arisesonly with certain non-linguistic gram-
mars in which “semantic” featuresare usedthat are structurally unrelated to the
remaining f-structure representationsand where arbitrarily large portions of re-
cursive f-structure can trigger a single “semantic” feature distinction. The use
of features for encoding underlying semantic forms in natural language gram-
mars is more limited: the semantic features will always correspond to some
non-recursive portion of other f-structure information in a way de�ned by the
grammar. This property will guarantee that generation from such a semantic
feature structure, lacking a full f-structure speci�cation, is decidable after all:
the size of the unknown full f-structure corresponding to a given semantic rep-
resentation is bounded by the size of the semantic representation multiplied
with a constant factor determined by the grammar; thus, in adding f-structure
features to the underspeci�ed feature structure, only a bounded spaceof struc-
tural possibilities has to be checkedagainst the grammar.

What remains to be established is a straightforwardly checkable criterion
that a grammar has to satisfy in order to be sure that the semantic features are
well-behaved.4 A safe(though presumably overrestrictive) criterion is to allow
underspeci�cation only for thoseinput featureswhich havea �nite range of val-
ues. From such mildly underspeci�ed input f-structures it is very easyto get to
generation from fully speci�ed input f-structures: �lling in all combinations of
possiblevaluesfor the unspeci�ed featuresleadsto a �nite setof f-structures; so
for eachof these,generation from fully spe�cied f-structures can be performed.
The overall result is then the union of all individual generation results.

The (Kaplan and Wedekind 2000) paper is also based on the assumption
that no underspeci�cation beyond this mild type is allowed in generation from
f-structures. (Anticipating the application in OT-LFGcandidate generation, note
that this restriction is generally unproblematic: asarguedat length in chapter 4,
all candidatesshare the sameinterpreted part of f-structure, which directly re-
�ects the input. Thus, only morphosyntactic features may be added in candi-
date generation – an examplemight be the declensionclassfeature of adjectives
in German. Note that such features generally have a �nite range of values.5)

4As discussedin sec.6.1.1, an of�ine generability condition to this effect is being explored
in ongoing work (see footnote 1 on page160 in particular).

5Of course, l-structure (sec. 4.6.2) has to be taken into account too. Under a DEP-IO vio-
lation, it is possible that l-structure material occurs in a candidate that is not contained in the
input f-structure. Note however that such additions can only occur in lexical insertion. Thus
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LFG generation as the construction of a context-free grammar

While the general decidability results for LFGgeneration havebeenestablished
for some time, Kaplan and Wedekind (2000) provide a new perspective on
the generation problem, which proves very fruitful for the understanding of
candidate generation and constraint interaction in OT-LFG.

In an LFGgeneration task, we have given an LFGgrammar, including a lex-
icon, and a particular (“input”) f-structure. The problem is to �nd the set of
strings � such that the grammar assignsan LFGanalysis

�

�

�

�

�

to �, with � the
terminal string of

�

and

�

the “input” f-structure6 that is being generatedfrom.
The innovation of Kaplan and Wedekind (2000) is to move attention somewhat
away from the input f-structure, focusing on the LFG grammar that has to be
able to provide an analysis for the strings we are interested in. What is effec-
tively performed in their reconstruction of the generation task is a specialization
of this LFGgrammar with the outcome of getting a grammar that will not ac-
cept arbitrary strings from the original language,but only the strings that have
the input f-structure as their f-structure. What makes this reconstruction so
interesting is that the resulting specializedgrammar is no longer a full-�edged
LFGgrammar (in which casethe enterprise would havebeenquite useless),but
rather a simple context-free grammar. A formal precondition for this is that the
input f-structure may contain no cycles,which is a very reasonableassumption
for linguistic representations.

(6.4) Kaplan and Wedekind'sconstruction
Given an arbitrary LFG grammar

�

and a cycle-free f-structure

�

, a
context-free grammar

�

�

can be constructed that generatesexactly the
strings to which

�

assignsthe f-structure

�

.

I will occasionally refer to the resulting context-free grammar as

�� �

�
�

�

�

.

The context-freenessresult is reached by folding all f-structural contribu-
tions of lexical entries and LFG rules into the c-structural rewrite rules. Of
course, this is only possiblesince we know in advancethe range of f-structural
objects that can play a role in the derivation: they must all be substructuresof
the input f-structure, i.e., either the root f-structure itself, or partial f-structures

the range of possibilities is restricted by the size of the lexicon. Since each lexicon entry has a
�nite set of “lexical constraints” (i.e., lexical f-annotations), and there is a �nite lexicon, the set
of possiblel-structure extensionsfor a given f-structure is (large but) �nite. So the decidability
of candidate generation is not affected. (Note that this meansthat productive word formation
has to be triggered by the input f-structure, so it can also be basedon a �nite set of building
blocks.)

6I will continue using the term “input” f-structure in the following, since it seemsquite
suggestive,even though we are not in an OT setting presently.
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that can be reachedthrough somefeature path from the root f-structure. There
is a �nite setof suchsubstructures,and we know that every metavariable in the
f-annotations of rules and lexicon entries in the original LFGgrammar have to
end up instantiated to one of thesesubstructures.

So, Kaplan and Wedekind (2000) construct multiple copies of each LFG
rule, eachfor a particular instantiation of the metavariables. While the general
idea is quite straightforward, the details of the construction are rather sophisti-
cated: as all f-annotations are removed in the �nal step, one has to make sure
that all their restricting effects are mimicked by the context-free grammar, i.e.,
the c-structure symbols have to be specializedsuf�ciently to make all relevant
distinctions. The presentation of the construction in the (Kaplan and Wedekind
2000) paper is rather dense; here I attempt to point out the underlying ideas
and illustrate them with examples. For the exact speci�cation, the reader is
referred to the original paper.

Category specialization I will illustrate the specialization stepswith a sample
grammar (6.5) and lexicon (6.6). A sample analysis illustrating the use of
functional projection FPin this grammar is given in (6.7).

(6.5) ROOT � FP

�

=

�

FP �

��
�
�

NP FP

�

�

TOPIC

�

�

� �

�

�

�

�

COMP* OBJ

�

�

�

��
��
��
��
��
�

(NP) F

�

�

�

SUBJ

�

�

� �

�

�

�
�
	

F

�

�

F

�

�

�

�

FP

�

�

�

��
��
��
�

VP

�

�

�




VP � (NP) V

�

(

�

SUBJ)=

� �

=

�

V

�

�

V

�

�

�

�

NP

�

�

OBJ

�

�

�

��
�
��
�

FP

�

�

COMP

�

�

�
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(6.6) Mary NP (

�

PRED)=`Mary'
(

�

NUM)= SG

John NP (

�

PRED)=`John'
(

�

NUM)= SG

Titanic NP (

�

PRED)=`T itanic'
(

�

NUM)= SG

that F

has F (

�

TNS)= PRES

(

�

SUBJ NUM)= SG

have F (

�

TNS)= PRES

(

�

SUBJ NUM)= PL

had F (

�

TNS)= PAST

see V (

�

PRED)=`see

�

(

�

SUBJ) (

�

OBJ)

�

'

saw V (
�

PRED)=`see

�

(

�

SUBJ) (

�

OBJ)

�

'
(

�

TNS)= PAST

seen V (

�

PRED)=`see

�

(

�

SUBJ) (

�

OBJ)

�

'
thought V (

�

PRED)=`think

�

(

�

SUBJ) (

�

COMP)

�

'
(

�

TNS)= PAST

laughed V (

�

PRED)=`laugh

�

(

�

SUBJ)

�

'
(

�

TNS)= PAST

(6.7) a. c-structure

ROOT

VP

NP V

�

John V FP

thought F

�

F FP

that NP F

�

Mary F VP

had V

�

V NP

seen Titanic
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b. f-structure

�����
�

���
�

���
�����

�����
�

�
�

PRED `think

�

(

�

SUBJ) (

�

OBJ)

�

'
TNS PAST

SUBJ

�

PRED J̀ohn'
NUM SG

�

COMP

�
�

�
���

���
�

�
�

PRED `see

�

(

�

SUBJ) (

�

OBJ)

�

'
TNS PAST

ASP PERF

SUBJ

�

PRED `Mary'
NUM SG

�

OBJ

�

PRED `Titanic'
NUM SG

�

�
�

�
���

���
�

�
�

�����
�

���
�

���
�����

�����
�

�
�

Before the generation-speci�c conversion from LFG rules to context-free
rules is performed, the generalized format of right-hand sides in LFG rules is
converted to the standard context-free notation (as a kind of “preprocessing”
step). So rules containing disjunctions and optionality brackets are replaced
by a list of rules with simple category strings as right-hand sides. (Kleene
stars,which do not appear in the samplegrammar, are removed by introducing
new category symbols and recursive rules. Disjunctions appearing within the
f-annotations are also propagated up to the rule level.)

The result of this preprocessingstep is shown in (6.8). Note that the only
effect this conversionhason the resulting c-structure/f -structure analysesarises
from the replaced Kleene star (and this effect can be systematically recovered
from the analysis).
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(6.8) a. ROOT � FP

�

=

�

b. FP � NP FP
(

�

TOPIC)=

� �

=

�

(

�

COMP* OBJ)=

�

c. FP � NP F

�

(

�

SUBJ)=

� �

=
�

d. FP � F

�

�

=

�

e. F

�

� F FP

�

=

� �

=

�

f. F

�

� F VP

�

=
� �

=

�

g. VP � NP V

�

(

�

SUBJ)=

� �

=

�

h. VP � V

�

�

=

�

i. V
�

� V NP

�

=

�

(

�

OBJ)=

�

j. V

�

� V FP

�

=

�

(

�

COMP)=

�

k. V

�

� V

�

=

�

The next conversion step dependson the particular input f-structure that is
being generated from. Let us assumewe want to generate from the f-structure
in (6.7b). This means we have �ve substructures: the root f-structure, plus
the embeddedf-structures that can be reachedby the paths SUBJ, COMP, COMP

SUBJ, and COMP OBJ. We know that any relevant metavariable in the rules and
lexicon must end up instantiated to one of these,although we do not know yet
which are the correct ones. So for each path in the f-structure, from the root
f-structure to some substructure, a distinct variable is introduced that can be
used in the category specialization. As the variable names, we can simply use

� subscriptedwith the (abbreviated and possibly empty) feature path from the
root f-structure, so we get the variables �

�

��
�

� �
�

� ��
�

� �� .

Asa �rst augmentation of the categorynames,the corresponding f-structure
variable is added. So for the original category FP, we get FP:� , FP:�� , FP:� �,
FP:� �� , and FP:� �� . In principle, the rules are multiplied out to cover all pos-
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sible combinations of augmented categories. However, the combinations are
restricted by the original f-annotations relating the mother's f-structure projec-
tion to eachof the daughters' f-structure projection (

�

=

�

, (

�

SUBJ)=

�

, etc.). For
the FP:� � variant of rule (6.8c), we get only NP:� �� and F

�

:� �, while the FP:�

variant maps to NP:�� and F

�

:� .

This diversi�cation of the category symbols provides the basis for remod-
elling the effect of all the f-annotations in the rules and in the lexicon entries, in-
cluding lexical contributions like (

�

PRED)=`Mary' or (

�

NUM)= SG, aswell aspo-
tential restrictions on rules with de�ning or constraining equations (not shown
in the samplegrammar). The diversi�ed category symbolstell us what particu-
lar f-structure to assumeasthe instantiation of

�

or

�

. For instance, in the NP:��

variant of the lexicon entry for Mary, the f-annotation (

�

NUM)= SG is instanti-
ated as( �� NUM)= SG, while in the NP:� �� variant, it surfacesas( � �� NUM)= SG.

It seemsextraordinarily dif�cult to keep track of the interactions between
these f-constraints within the c-structural skeleton, but Kaplan and Wedekind
(2000) apply a very effective “trick”. Rather than computing the effect of the
various f-constraints at intermediate levels of the tree structure, setsof instan-
tiated f-constraints are treated as an unanalyzed part of the category names;
they are then threaded through the tree in a bottom-up fashion.

So the fully diversi�ed category name for two instancesof the lexicon entry
Mary look as follows (now written as standard context-free rules, for lexical
insertion):

(6.9) NP:�� :

�

� �� PRED)=`Mary'

��� NUM)= SG




� Mary

NP:� �� :

�

�� �� PRED)=`Mary'

� � �� NUM)= SG




� Mary

The rules are again multiplied out to cover all possiblecombinations, with
the constraint that the instantiated f-constraints of all daughters, plus the ap-
propriately instantiated rule-speci�c annotations have to be unioned together
to form the set of f-constraints of the mother. So, for rule (6.8g) basedon the

categories NP: 	 �� :

� � 	 �� PRED)=`Mary'� 	 �� NUM)= SG

�

and V

�

: 	 �:

��
�
�

� 	 � PRED)=`laugh'� 	 � TNS)= PAST

	 � � 	 �

�
	



, we

would get the rule

VP: �� :

��
�������

�������

� �� SUBJ

� � ���

� ��� PRED)=`Mary'

� � �� NUM)= SG

� �� PRED)=`laugh'

� �� TNS)= PAST

�� � ��

�
�������

�������


 NP: � �� :

�
� ��� PRED)=`Mary'

� ��� NUM)= SG

�

V

	

: �� :

�
�
�

� �� PRED)=`laugh'

� �� TNS)= PAST

� � � ��

�
�
�
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The topmost f-constraint in the VP node's set arises from instantiating the
(

�

SUBJ)=

�

annotation of the NP daughter:

�

is instantiated as � � (from VP:� �),
and

�

is instantiated as � �� (from NP:� �� ). The

�

=

�

annotation of V
�

in rule
(6.8g) doesnot add an instantiated f-constraint that is not already present from
the union of the daugthers.

With this bottom-up construction it is ensured that at the new categories
corresponding to the root symbol of the original LFGgrammar (i.e., categories
of the form ROOT:� :{ . . . }), the full collection of instantiated f-constraints is
available. The check whether or not the resulting sets of f-constraints have
the input f-structure as their minimal model is effectively made external to the
context-free grammar: all those variants of the original root symbol whose f-
constraint union does not have the intended f-structure model7 are excluded
from the context-free grammar. Technically, this is done through the selective
addition of rules for a new start symbol, above the original root symbol: only
few rules of the form

(6.10) ROOT

�

� ROOT:� :{ . . . }

are introduced to the new context-free grammar. One reason for not intro-
ducing the ROOT

�

rule for a particular variant of the original ROOT symbol is
inconsistency of the collected f-constraints. For instance, the combination of
a third person singular subject (like Mary) and the auxiliary havegoesall the
way through – up to the ROOT symbol, but then the f-constraint set contains
( � SUBJ NUM)= PL from the lexical f-annotations of have, plus ( �� NUM)= SG

from the NP, plus �nally ( � SUBJ)= �� from rule (6.8c). This set of equations
is not satis�ed by any model.

But eventhe vast majority of consistent(and complete and coherent) setsof
f-constraints fails to satisfy the criterion of having exactly the input f-structures
astheir minimal model. This is becausein the construction, contributions from
the entire lexicon and all rules are combined freely, and the check is only made
at the ROOT

�

level. It is obvious that the purpose of this construction is not
a computationally useful approach, but rather the principled solvability result
(which may increasethe understanding of various algorithmic approaches).

Being able to specify the result of LFGgeneration asa context-free grammar
has the advantage that standard techniques for context-free grammars can be
applied. For example, if there are in�nitely many possible strings for a given
f-structure, the shortest one can be produced, basedon the pumping lemma for

7The task of determining which f-constraint setshave the intended model is decidable since
the setof all possibleinstantiated descriptions is �nite (recall that the instantiation of metavari-
ables is limited to the substructuresof the input f-structure) – i.e., there is a (large but) �nite
number of subsetsto be checked.

173



Computational OT syntax

context-free languages. (Essentially, the in�nite number of possible solutions
must be due to a recursion in the resulting context-free grammar; so, if the
grammar is applied without allowing recursion, only a �nite number of strings
are generated.)

In the caseof the sample grammar (6.8), we do indeed get in�nitely many
strings for the input f-structure. The grammar overgenerates in several re-
spects. For instance, the functional projection FP can be stacked, and since
the lexicon entry for that (as an F

�

) does not contribute any PRED value it can
be introduced over and over again. (If a PRED value was introduced, the sev-
eral instances could not be uni�ed, due to the instantiated symbol character
of PRED values.8) The specialized context-free grammar contains recursions,
basedon rules (6.8d) and (6.8e), one example being the following (irrelevant
morphosyntactic features are skipped in the f-constraints):

(6.11) FP: 	 �:

��
���������

���������
� 	 � PRED)=`see

�

. . .

�

'� 	 � TNS)= PAST� 	 � SUBJ

� � 	 ��

� 	 �� PRED)=`Mary'� 	 � OBJ

� � 	 ��

� 	 � � PRED)=`T itanic'

	 � � 	 �

�
��������	

��������

� F

�

: 	 �:

��
���������

���������
� 	 � PRED)=`see

�

. . .

�

'� 	 � TNS)= PAST� 	 � SUBJ

� � 	 ��

� 	 �� PRED)=`Mary'� 	 � OBJ

� � 	 ��

� 	 �� PRED)=`T itanic'

	 � � 	 �

�
��������	

��������


F

�

: 	 �:

�
���������

���������
� 	 � PRED)=`see

�

. . .

�

'� 	 � TNS)= PAST� 	 � SUBJ

� � 	 ��

� 	 �� PRED)=`Mary'� 	 � OBJ

� � 	 � �

� 	 �� PRED)=`T itanic'

	 � � 	 �

�
��������	

��������


� F: 	 �:

�

FP: 	 �:

�
���������

���������
� 	 � PRED)=`see

�

. . .

�

'� 	 � TNS)= PAST� 	 � SUBJ

� � 	 ��

� 	 �� PRED)=`Mary'� 	 � OBJ

� � 	 ��

� 	 �� PRED)=`T itanic'

	 � � 	 �

�
��������	

��������


F:� �:

�

is one of the “diversi�ed” categorieswe get fot the lexicon entry that
in (6.6), so the context-free grammar will indeed generatean arbitrary number
of thats on top of any FP.So for the sample f-structure in (6.7b), we would get
the following strings (among in�nitely many others):

(6.12) a. John thought that Mary had seenTitanic.

b. John thought that that Mary had seenTitanic.

c. That John thought that Mary had seenTitanic.

8Technically, this effect is not brought out by the part of the construction described here,
since it requires a special treatment of the f-annotations introducing instantiated symbols. Ka-
plan and Wedekind (2000) do not go into these details either, but they point out (fn. 2) that
instantiated symbols have to receive a similar treatment as set-valued f-structures (which I
skipped in the presentation above).
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The effect doesnot depend on the emptinessof the set of f-constraints con-
tributed by the F

�

element: since the mother's f-constraint set is formed by set
union over the daughters, adding the samef-constraints several times will not
change the result either, so the following rule in the constructed context-free
grammar is also effective:

(6.13) F

�

: 	 �:

��
���������

���������
� 	 � PRED)=`see

�

. . .

�

'� 	 � TNS)= PAST� 	 � SUBJ

� � 	 ��

� 	 �� PRED)=`Mary'� 	 � OBJ

� � 	 ��

� 	 �� PRED)=`T itanic'

	 � � 	 �

�
��������	

��������


� F: 	 �:

� � 	 � TNS)= PAST
�

FP: 	 �:

�
���������

���������
� 	 � PRED)=`see

�

. . .

�

'� 	 � TNS)= PAST� 	 � SUBJ

� � 	 ��

� 	 �� PRED)=`Mary'� 	 � OBJ

� � 	 � �

� 	 �� PRED)=`T itanic'

	 � � 	 �

�
��������	

��������


In this case,the F
�

category is matched by the lexicon entry for had, leading to

(6.14) a. John thought that Mary had had seenTitanic.

b. John thought that Mary had had had seenTitanic.

Other choicesin generation arise from the freedom of generating the subject
in the speci�er of VPor FPand from the possibility of (unbounded) topicaliza-
tion of the object (rule (6.8a) contains a functional-uncertainty equation). So,
we will also get the following generation alternatives:

(6.15) a. John thought that Titanic, Mary had seen.

b. Titanic, John thought that Mary had seen.

Note that some of these indeterminisms are due to insuf�cient restriction
of the sample grammar (e.g., the multiple thats or hads), others could be ar-
gued to be a linguistically justi�ed model of “real” generation alternatives (as
in the topicalization case). With classicalLFGgrammars it seemsto be a safe
assumption that vacuous recursions, as in the that example, are not intended
by grammar writers. Hence,the strategy of not passingsuchcycles(or possibly
passingthem at most once) is sensible.9 As we will seein the next subsection,
the situation with

���
	 


�
�

� in OT-LFGis slightly different.
9The “of�ine generability” condition employed in the XLEsystemis basedon this strategy;

cf. fn. 1 on page160 above.

175



Computational OT syntax

LFG generation in OT-LFG

We can now also think of candidate generation in OT-LFGasthe construction of
a context-free grammar producing the set of (terminal strings in the) candidate
analyses. This means that the OT constraints have to help us determine the
subsetof candidates(often just a singleton) that is most harmonic with respect
to the given constraint ranking. Note that in this context, it is certainly not
justi�ed to generally exclude recursive application of the rules. While with
classicalgrammars, the presenceof recursions could be assumedto arise from
unintended underrestriction of the grammar, the lack of restriction in the

�

�
	 


�
�

�

grammar in OT-LFGis absolutely intentional. It is the job of the constraints to
add the required restrictions, but

�
�

	 


�
�

� has to ensure that all candidates are
generated in the �rst place. For instance, DEP-IO violations as in Who did you
seewill arise by passing a recursion in the context-free grammar constructed
during generation.

Asdiscussedextensively in chapter 4, a candidate containing sucha vacuous
cycle has still the chanceto becomethe winner of the competition. If the DEP-
IO constraint is outranked by someother constraint that is violated by the non-
recursive structure but satis�ed by the larger, recursive structure, the resulting
harmony is increasedby going through the recursion a certain number of times.
It is for this very reason, that Who did you seeis predicted to be grammatical in
English.

Intuitively , there seemsto be an upper limit to the number of useful passes
through such a recursion: the best one can do is to avoid all the constraint vio-
lations that would haveotherwise arisen. Beyondthis point, continued applica-
tion of the recursion will not haveany positive effect on harmony. This intuitive
interdependenceis brought out soclearly thanks to the construction of (Kaplan
and Wedekind 2000). In the following section, an extension of their systemis
presentedthat establishesthe conditions under which this OT-constraint control
over candidate generation is formally guaranteed.

6.2.2 OT-LFG generation

The most straightforward approach to the OT-LFGscenariowould probably be
the following: (i) apply Kaplan and Wedekind's construction on

�
�

	 


�
�

� directly
(i.e., given an input f-structure

�

�
	 construct

� � �

�
�

	 


�
�

�

�

�
�

	

�

), and (ii) usethe
resulting context-free grammar to generatecandidatesand checkthem for con-
straint violations. However, it is lessstraightforward how generation with the
context-free grammar can be restricted in a way that avoids eternal expansion
of recursions (the “pumping” situation) while at the same time ensuring that
all relevant candidatesare generated.
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The strategy I proposeinstead is the following: the observationsof sec.4.4.4
– which suggestedthat a rule-local formulation of OT constraints is suf�cient
for modelling the linguistic intuitions behind OT syntax – are exploited to con-
vert the LFGgrammar

�
�

	 


�
�

� to a different form

�



�

�
�

	 


�
�

�

�

(depending on the
constraint set

�

), which is however still an LFG grammar. Now, when Kaplan
and Wedekind's construction is applied to

�



�

�
�

	 


�
�

�

�

, all “pumping” structures
generatedby the context-free grammar

� � � �



�

�
�

	 


�
�

�

�

�

�
�

	

�

can indeed be ig-
nored since all OT-relevant candidates are already contained in the �nite set
of non-recursive structures – i.e., the structures in which no c-structure tree
path from the root symbol to a terminal category contains the same nonter-
minal symbol more than once. So, as a �nal step (which is trivial in terms of
decidability), the ranking of the constraints is taken into consideration in order
to determine the harmony of all the candidates in this �nite subsetof the full
candidate set and thus �nally �nd the optimal candidate.

The conversion

�



�

�
�

	 


�
�

�

�

The extra conversion of the candidate generation grammar

�

�
	 


�
�

� is similar
in spirit to the construction that Kaplan and Wedekind apply. The category
representation is augmented in order to take more �ne-grained distinctions
into account. In our case, the relevant distinctions arise from the number of
constraint violations incurred locally. I assumethat at the level of c-structure,
the category representation in

�
�

	 


�
�

� is already �ne-grained enough to encode
the distinctions checkedfor in the OT constraints (cf. sec.4.4.4). So, each OT
constraint schemahas one of the following implicational forms:

(6.16) a.

��
��

�
�

� � �
��

�

�
�

where

�
�

� �

are descriptions of nonterminal symbols of

�
�

	 


�
�

� ;�
�

��

is a standard LFGf-annotation of constraining equationswith

� as the only f-structure metavariable (interpreted as

	

� � �

). 10

b.

�
� �
�
�

� � �

� � � �
��

� �

where

�
�

� �
�

�
�

� �

are descriptions of nonterminal symbols of

���
	 


�
�

� ,

�

and

� �

refer to the mother in a local subtree con�gu-
ration,

�

and

� �

refer to the samedaughter category; �� � �

�

�
�

� �

are regular expressionsover nonterminals of

�
�

	 


�
�

� ;

�
�

��

are stan-
dard LFGf-annotations of constraining equations.

10More generally, explicit reference to the category-level metavariable ( � in classical LFG)
should be made, i.e., other projections than

�

are also permitted.
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Recall from sec. 4.4.4 that I assumestructured representation for c-structure
categories (“complex category symbols”), i.e., the descriptionsof nonterminal
symbols may specify ome properties (e.g., bar level), leaving certain other di-
mensions (e.g., lexical class) underspeci�ed. As a special case,such descrip-
tions may be entirely underspeci�ed, expressingno restriction on the category.
With this special case, (6.16a) covers OT constraints that make reference to
f-structure only (although the f-structures that can be referred to need to be
“anchored” in a rule or lexicon entry).

Preprocessing Like Kaplanand Wedekind (2000), I assumethat the grammar

���
	 


�
�

� has undergone an initial preprocessingstep in which (i) the c-structure
part of rules hasbeenconverted into standard context-free form, i.e., the right-
hand side is a categorystring rather than a regular expression.11 Lexical entries
are transformed to standard rule format to (e.g., “V � see”,with f-annotations
referring to

�

only). Furthermore (ii), f-structural constraint schematawhich
contain disjunctions have been transformed in sucha way that the disjunctions
are propagated to the rule level – leading to alternative rules, each with non-
disjunctive f-annotations.

Format conversion (i) ensuresthat for a given local subtree,eachconstraint
can be applied only a �nite number of times: if

�

is the arity of the longest right-
hand side of a rule, the maximal number of local violations is

�

(since some
constraints of type (6.16b) can be instantiated to all daughters). Conversion
(ii) ensuresthat we can keep track of the violation of f-structural constraints at
the level of rules.

Grammar conversion With the number of local violations bounded, we can
encode all candidate distinctions with respect to constraint violations at the
local-subtree level with �nite means; in particular, we can augment the cate-
gory representation in such a way that the number of local violations for all
constraints is explicitly represented. The set of categories in the newly con-
structed LFGgrammar

�



�

�
�

	 


�
�

�

�

is the �nite set

(6.17)

�
�� �
�

�
� �

�
�

�

� : the setof categoriesin

�



�

�
�

	 


�
�

�

�

{

�

:

�

�

�

�

�

�

�

�

�

� � �

�

�

�

|

�

a nonterminal symbol of

�
�

	 


�
�

� ,

	

the sizeof the constraint set

�

,

� �

�

� � �

,

�

the arity of the longest rhs in rules of

�
�

	 


�
�

� }

11In this context, I alsoassumethat the c-structural OT constraintsare adjusted to this format,
i.e., the conversionof Kleenestarsto rule recursionsis alsore�ected in the constraint schemata.
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The rules in

�



�

���
	 


�
�

�

�

are constructed in such a way that for eachrule

X �

� X� . . . X �

�

�

�

�

in

�
�

	 


�
�

� and eachsequence

�

�
�

�

�

�

�

�

� � �

�

�

�

�

,

� �

�

�

�

� �

, all rules of the form

X � :

�

�

�

�

�

�

�

�

� � �

�

�

�

�

� X� :

�

�

�
�

�

�

�
�

� � �

�

�

�

�

. . . X �:

�

�
�

� �

�

�

� � � �

�

�

�
�

�

�

�

�

�

�
,

� �

�

�

�

� �

are included such that �

�

� is the number of violations of constraint

�

�

incurred
local to the rule (and the f-annotations

�

�

� . . .

�

�

� are appropriately speci�ed),
i.e.12

(6.18) for

�

�

of form (6.16a)

� �
��

�
�

�

� �
��

�

�
�

�

:

a. �

�

�

�

�

;

�

�

�

�

�

� (

� � � � �)
if X � doesnot match the condition

�

;

b. �

�

�

�

�

;

�

�

�

�

�

�

� � ��

�
�

�

�

;

�

�

�

�

�

� (

� � � � �)
if X � matches

�

;

c. �

�

�

�

�

;

�

�

�

�

�

�

� ��

�
�

�

� � ��

�

�
�

�

�

;

�

�

�

�

�

� (

� � � � �)
if X � matchesboth

�

and

� �

;

d. �

�

�

�

�

;

�

�

�

�

�

�

� ��

�
�

�

�

;

�

�

�

�

�

� (

� � � � �)
if X � matches

�

but not

� �

;

e. �

�

�

�

�

;

�

�

�

�

�

�

� ��

�
�

�

� � � ��

�

�
�

�

�

;

�

�

�

�

�

� (

� � � � �)
if X � matchesboth

�

and

� �

;

12 � �� � ��

is de�ned as the f-annotation schemata

� 	

resulting from a replacement of � in

�

with

�

. The f-annotations that are added in (6.18) refer to the mother node's f-structure. So it
is arbitrary which daughter is picked for annotating them (the

�

will refer to the mother in any
of the daughters' f-annotation). Here I use the �rst daughter throughout.
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(6.19) for

�

�

of form (6.16b)

���
�

�
� �
�
�

� � �

� � � �
��

� �
���

�

:

a. �

�

�

�

�

;

�

�

�

�

�

� (

� � � � �)
if X � doesnot match the condition

�

;

b. �

�

�

�

���
�

�
�

�
� ;

�

�

�

�

� �

�

�

�

�
�

��

�

(

� � � � �),

where

i.

�
�

�

�

;

� �

�

�

�

�
�

��

�

�

�

�

if X � does not match

�

, or X� . . . X � � � do not match �, or
X �� � . . . X � do not match �;

ii.

�
�

�

�

;

� �

�

�

�

�
�

��

�

�

�

�

� � � ��

if X � matches both

�

and

� �

; X � matches both

�

and

� �

;
X� . . . X � � � match � and � �

; X �� � . . . X � match � and � � ;
iii.

�
�

�

�

;

� �

�

�

�

�
�

��

�

�

�

�

� � �

if X � matches both

�

and

� �

; X � matches both

�

and

� �

;
X� . . . X � � � match � and � �

; X �� � . . . X � match � and � � ;
iv.

�
�

�

�

;

� �

�

�

�

�
�

��

�

�

�

�

� �

if X � matches

�

, X � matches

�

, X� . . . X � � � match �,
X �� � . . . X � match �, but (at least) one of them doesnot match
the respectivedescription in the consequent(

� �
�

� �
�

� �
�

� � );
v.

�
�

�

�

;

� �

�

�

�

�
�

��

�

�

�

�

� � � � ��

if X � matches both

�

and

� �

; X � matches both

�

and

� �

;
X� . . . X � � � match � and � �

; X �� � . . . X � match � and � � .

Note that for a particular combination of a rule and a constraint, severalnew
rules can result – evenwith the exact samenumber of constraint violations. For
instance, if the right-hand side of a rule (X � ) matchesboth the antecedent (

�

)
and the consequent(

� �

) category description of a constraint of form (6.16a),
three clausesapply: (6.18b), (6.18c), and (6.18d). So, we get two new rules
with the count of 0 local violations of the relevant constraint and two new rules
with count 1. The difference lies in the f-annotations of course. The point
of this construction is to make sure that all candidates will still be generated
by the modi�ed grammar; the c-structural con�icts can be detected during the
construction already, whereasfor the f-structural conditions, all options have to
be provided in the f-annotations. They will be checkedonly during generation
(or parsing), when a model is constructed from the f-constraints. In somecases,
inconsistencieswill arise from the newly added annotations, in other cases,
different alternative analyseswill arise.
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Another point to note is that the constraint pro�le of the daughter cate-
gories doesnot play any role in the determination of constraint violations local
to the subtree under consideration (only the sequences �

�

� are restricted by
the conditions (6.18) and (6.19); the sequenceson the daughter categories �

�

�

through �

�

� are unrestricte). This meansthat for each new rule type, all com-
binations of constraint pro�les on the daughters are constructed. This creates
a huge number of rules, but for the present purposesthe only relevant aspect
is that the number of combinations is �nite (since the set of augmented cat-
egories is �nite). Providing all possible constraint pro�les for the daughters
ensures that no sentence that can be parsed (or generated) by

�
�

	 


�
�

� is ex-
cluded from

�



�

���
	 


�
�

�

�

(as stated by fact (6.20)): whichever constraint pro�les
are constructed for the left-hand side of a

���
	 


�
�

� rule by (6.18) and (6.19), it
is guaranteed that the respectiveaugmented category can be used in all other
rules.

(6.20) Coveragepreseveration
All strings generatedby a (preprocessed)LFGgrammar

�

are also gen-
erated by

�



�

�

�

.

We have just seenthat providing all possible combinations of augmented cat-
egory symbols on the right-hand rule sides in

�



�

�

�

ensures that the newly
constructed rules can be reachedfrom the root symbol in a derivation. What re-
mains to be shown is that for whenever a rule

�

in

�

contributes to an analysis,
at leastone of the rules constructed from

�

will contribute to the corresponding
analysis in

�



�

�

�

. This is ensured iff the subclausesin (6.18) and (6.19) cover
the full spaceof logical possibilities. For (6.18) this is easily seen: we get the
following casedistinction.

(6.21) �

a. �

X � doesnot X � matches

�

match

�

b. �

� �

�

�	 
 �� � � � � �

�

� 
 �� � � �

d. �

X � doesnot X � matches

� �

match

� �

c. e.� �

�

� 
 � � � � � � � �

�

�	 
 � �� � � �

Disjoining the alternatives leads to a tautology in all cases,i.e., the disjunction
of all new rules expressesno restrictions in addition to those already contained
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in the original rule. The same holds for (6.19) (note that the casesi.-v. in
(6.19) are modelled after a.-e. in (6.18)). This proves fact (6.20).

The original

�

analysiscan be recoveredfrom a

�



�

�

�

analysisby applying
a projection function Cat to all c-structure categories:

(6.22) De�nition of Cat
Cat

� �

:

�

�

�

�

�

�

� � �

�

�

� �

�

�

for every category in

�
�� �
�

�
� �

�
�

�

� (6.17)

We can overload the function name Cat with a function applying to the set
of analysesproduced by an LFGgrammar

�

(which I continue to refer to with
the grammar's name by convention) by de�ning

Cat

�

�

�

�


 �

�

�

�

�

|

�

�

�
�

�

�

�

�

,

�

is derived from

�

�

by applying Cat to all
category symbols

�

.

Coveragepreservation of the

�

 construction holds also for the projected c-

category skeleton (the sameproof applies):

(6.23) C-structure levelcoveragepreservation
For a (preprocessed)LFGgrammar

�

: Cat

� �



�

�

� �

�

�

But the analysesof

�



�

�

�

provide additional information about the OT con-
straint violations: each category encodesfor all the constraints how many vi-
olations of them are incurred in the local subtree it dominates. Since the con-
straint format is assumedto be restricted to locally evaluable constraints, all
constraints that can be violated by a candidate analysishave to be incurred lo-
cal to some subtree. Hence the total number of constraint violations incurred
by a candidate can be computed by simply summing over all category-encoded
local violation pro�les:

(6.24) Total numberof constraint violations
When Nodes

�

�

�

is the bag (or multiset) of categoriesoccurring in the
c-structure tree

�

, then the total number of violations of constraint

�

�

incurred by an analysis

�

�

�

�

�
�

�



�

���
	 


�
�

�

�

is

��� 
 �

�
�� ��� � �
� 
 � � � �� �
�

�� � �	 �
�

�

De�ne
Total 


�

�

�

�

� ��� 	
�

��� 

� � � �

��� � �
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Applying

� �

on the new LFG grammar:
OT-LFG Generation Produces Context-free Languages

The grammar

�



�

�
�

	 


�
�

�

�

is a standard LFGgrammar, and it generatesthe same
language as

�
�

	 


�
�

� . So, we can apply Kaplan and Wedekind's (2000) construc-
tion directly to

�



�

�
�

	 


�
�

�

�

. This produces a context-free grammar for a given
f-structure

�
�

	 – what I referred to as

� � � �



�

���
	 


�
�

�

�

�

�
�

	

�

above. Note that
the application of

� �

�xes the f-structure (which hasto be the minimal model
for all sets of f-constraints gathered by the context-free grammar), so the f-
structural OT constraints – which were only annotated in

�



�

�
�

	 


�
�

�

�

for all
logically possible combinations – are now effectively checked. All rule com-
binations for which the spelled out f-structural constraint clauseslead to an
inconsistencyare thus �ltered out by the

��
construction.

After applying both

�

 and

� �
, the category symbols now have the form

X:

�

�

�

� � � � �

�

�

�

:� :




, with � and



arising from the

� �

construction. We can
overload the projection function Cat again such that Cat

��� :� : � : �

�

�

� for all
augmentedcategorysymbol of the new format and Cat

�

�

�

is alsode�ned when

�

is a context-free grammar.

Since the

�

 construction preserves the language generated, coverage

preservation holds also after the application of

��

to

�



�

���
	 


�
�

�

�

and

���
	 


�
�

� ,
respectively:

(6.25) Cat

� �� � �



�

�
�

	 


�
�

�

�

�

�

�
	

� �

� Cat

� � � �

�
�

	 


�
�

�

�

�

�
	

� �

But again, the context-free trees are more diverse in the analysesof the�

 -basedgrammar. As pointed out above, they include information about vio-

lations of the constraints in

�

. Sincethe computation of the total constraint vio-
lations (6.24) dependsonly on the augmented c-structure, it can be performed
on the resulting context-free grammar as well. For example, the constraint vi-
olation information could be exploited when the context-free grammar is used
to generate the actual strings: one could �rst try to useonly rules with no con-
straint violations, and if that is not successfulproceed to rules violating only
low-ranked constraints etc.

But the crucial point for our purposeshere is the following: when Kaplan
and Wedekind'sconstruction is applied on the

�

 -version of

���
	 


�
�

� , all instances
of recursionin the resulting context-free grammar createcandidatesthat are at
most asharmonic as their non-recursivecounterparts. This follows directly from
the fact that all possible constraint violations are encoded in the context-free
categories.

Assuminga projection function CatCount

�� :� : �: �

�

�

� :� , we can state:
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(6.26) If

�

� and

�

� are CatCountprojections of trees produced by the context-
free grammar

� � � �



�

���
	 


�
�

�

�

�

�
�

	

�

, using exactly the samerules, and

�

� contains a supersetof the nodesthat

�

� contains, then

�

�

�

�

�

�

� , for all �

�

�

�

�

�

�

�

�

�

�

� �

	

�

from

�

�

�
�

� � �

�

�

�

� � �

�

�

�

�

� Total 


�

�

�

�

, and

�

�

�
�

� � �

�

�

�

� � �

�

�

�

�

� Total 


�

�

�

�

.

This fact follows from de�nition of Total (6.24): the violations counts in the
additional nodesin

�

� will add to the total of constraint violations (and if none
of the additional nodes contains any local constraint violation at all, the total
will be the same as in

�

� ). Intuitively , the effect of the augmentation of the
category format is that certain recursions in the pure

� �

construction (which
one may think of as a loop) are unfolded, leading to a longer loop. While the
original loop collapsed certain distinctions relevant for the OT constraints, the
new loop is suf�ciently large to make all relevant distinctions.

This result can be directly exploited in processing: if all non-recursive anal-
ysesare generated(of which there are only �nitely many) it is guaranteed that
a subset of the optimal candidates is among them. If the grammar does not
contain any violation-free recursion, we even know that we have generated all
optimal candidates.

(6.27) A recursion with the derivation path

� �
� � �

� �

is called violation-
free iff all categoriesdominated by the upper occurrenceof

�

, but not
dominated by the lower occurrenceof

�

have the form

� �

�
�

�

�

�

� � �

�

�

�

with �

�

�

�

�

�

�

�

� �

	

Note that with a violation-free recursion, the set of optimal candidates is in�-
nite, so if the constraint set is set up properly in a linguistic analysis,one would
assumethat violation-free recursion should not arise. In (Kuhn 2000a) and
(Kuhn 2000b; Kuhn 2001b) I assumethat the application of such recuresions
is excluded in the sameway as of�ine parsability excludesvacuousrecursions
over a string in parsing. Hence I call this condition the relaxedof�ine parsabil-
ity/generability condition:

(6.28) Relaxedof�ine parsability/generability
A rule recursion may only be applied if at least one constraint violation
is incurred by the recursive structure.

But with Kaplan and Wedekind's (2000) construction, this condition is not
necessaryfor making the generation task with OT-LFG systemssolvable. The
context-free grammar produced by

� �

canbe transformed further to only gen-
erate the optimal candidatesaccording to the constraint ranking

�
� of the OT

system

�

�

�

�
�

	 


�
�

�

�

�

�
�

�
�

� �

, eliminating all but the violation-free recursions
in the grammar:
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(6.29) Creatinga context-freegrammar that producesthe optimal candidates

a. De�ne� ����
�

�

�




�

�

� � � �



�

�
�

	 


�
�

�

�

�

�

�
	

�

|

�

contains no recursion

�

.� ����
�

�

is �nite and can be easily computed, by keeping track of the
rules already used in an analysis.

b. Rede�ne Eval �



�

�
�

� to apply on a set of context-free analyseswith
augmented category symbolswith counts of local constraint viola-
tions:
Eval �


��

�
�

�

� � �

�




�

�

�

|

�

is maximally harmonic in

�

, under
ranking

�
�

�

Using the function Total de�ned in (6.24), it is straightforward to
compute for �nite sets,i.e., in particular Eval �


��

�
�

�

� � ����
�

�

�

.

c. Augment the category format further by one index component.13

Introduce index
�

�

�

for all categories in

� � � �



�

���
	 


�
�

�

�

�

�
�

	

�

of the form X:
�

�

�

� � � �

�

�

�

:� :




, where �

�

�

�

for

�

�

�

� �

	

. In-
troduce a new unique index

� � �

for each node of the form
X:

�

�

�

� � � �

�

�

�
:� :




, where �

� �
�

�

for some �

�

�

� � � � 	

�

occur-
ring in the analysesEval �


��

�
�

�

� � ���
�

�

�

(i.e., different occurrencesof
the samecategory are distinguished).

d. Construct the context-free grammar
�

�� �
�

�

�

� � � � �
�

�

�

�

� � �
�

�

� S

�� �
�

�

�

� � � �
�

�

�

,
where

� � � �
�

�

�

�

�� �
�

�

are the indexed symbolsof step c.;
S

�� �
�

�

is a new start symbol;
the rules

� �� �
�

�

are (i) those rules from

�� � �



�

�
�

	 


�
�

�

�

�

�
�

	

�

which
were used in the analyses in Eval �


��

�
�

�

� � � ��
�

�

�

– with the origi-
nal symbols replaced by the indexed symbols –, (ii) the rules
in

� � � �



�

�
�

	 


�
�

�

�

�

�

�
	

�

, in which the mother category and all
daughter categories are of the form X:

�

�
�

� � � �

�

�

�

:� :




, �

�

�

�

for

�

�

�

� �

	

(with the new index

�

added), and (iii) one rule S

� � �
�

�

�S � :

�

for each of the indexed versions S � :

�

of the start symbols of� � � �



�

���
	 


�
�

�

�

�

�

�
	

�

.

With the index introduced in step (6.29c), the original recursion in the context-
free grammar is eliminated in all but the violation-free cases.

The grammar Cat

�

�

� � �
�

�

�

produces(the c-structure of) the setof optimal can-
didates for the input

�

�
	 :14

13The projection function Cat is again overloaded to also remove the index on the categories.
14Like Kaplan and Wedekind (2000), I made the assumption that the input f-structure in

generation is fully speci�ed (i.e., all the candidateshave the form

��
�

� ��
�

), but the result can
be extended to the casewhere in generation a �nite amount of information can be added to
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(6.30) Cat

�

�

�� �
�

�

�

�




�

|

�

�

�

�

�
	

�
� Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

�

�

�
	

� � �

,
i.e., the set of c-structures for the optimal candidates for input f-
structure

�
�

	 according to the OT system

�

�

�

�
�

	 


�
�

�

�

�

�
�

�

�

� �

.

To prove fact (6.30) I will show that the c-structure of an arbitrary candidate
analysis generated from

�

�
	 with

�
�

	 


�
�

� is contained in Cat

�

�

� � �
�

�

�

iff all other
candidatesare equally or lessharmonic.

Let us take an arbitrary candidate c-structure

�

generated from

�

�
	 with

�
�

	 


�
�

� such that

�
� Cat

�

�

� � �
�

�

�

. We have to show that all other candidates

�

�

generated from

�

�
	 are equally or lessharmonic than

�

. Assumethere were a

�

�

that is more harmonic than

�

. Then there must be someconstraint

�

�

�

�

,
such that

�

�

violates

�

�

fewer times than

�

does,and

�

�

is ranked higher than
any other constrain in which

�

and

�

�

differ. Constraints are restricted in such
a way that violations have to be incurred within somelocal subtree; so

�

must
contain a local violation con�guration that

�

�

doesnot contain, and by the con-
struction (6.18)/(6.19) the

�

 -augmented analysisof

�

– call it

�



�

�

�

– must
make use of some violation-marked rule not used in

�



�

�

�

�

. Now there are
three possibilities:
(i) Both

�



�

�

�

and

�



�

�

�

�

are free of recursion. Then the fact that

�



�

�

�

�

avoids the highest-ranking constraint violation excludes

�

from Cat

�

�

�� �
�

�

�

(by
construction step (6.29b)). This givesus a contradiction with our assumption.
(ii)

�



�

�

�

contains a recursion and

�



�

�

�

�

is free of recursion. If the recursion
in

�



�

�

�

is violation-free, then there is an equally harmonic recursion-free can-
didate

�

� �

. But this

�

� �

is also lessharmonic than

�



�

�

�

�

, suchthat it would have
been excluded from Cat

�

�

� � �
�

�

�

too. This again meansthat

�



�

�

�

would also be
excluded (for lack of the relevant rules in the non-recursivepart). On the other
hand, if it were the recursion in

�



�

�

�

that incurred the additional violation
(as compared to

�



�

�

�

�

), then there would be a more harmonic recursion-free
candidate

�

� � �

. However, this

�

� � �

would exclude the presenceof

�



�

�

�

in

�

� � �
�

�

by construction step (6.29c,d) (only violation-free recursion is possible). Sowe
get another contradiction to the assumption that

�

� Cat

�

�

� � �
�

�

�

.
(iii)

�



�

�

�

�

contains a recursion. If this recursion is violation-free, we can pick
the equally harmonic candidate avoiding the recursion to be our

�



�

�

�

�

, and
we are back to case(i) and (ii). Likewise, if the recursion in

�



�

�

�

�

does incur
someviolation, not using the recursion leads to an even more harmonic candi-
date, for which again cases(i) and (ii) will apply.
Hence,all possiblecaseslead to a contradiction with the assumptions.So there
can be no candidate

�

�

that is more harmonic than our

�

� Cat

�

�

� � �
�

�

�

.

We still have to prove that if the c-structure

�

of a candidate analysisgener-
ated from

�

�
	 with

�
�

	 


�
�

� is equally or more harmonic than all other candidates,

the input f-structure. In this case,the speci�ed routine has to be computed separately for each
of the possiblef-structural extensionsand the result is compared in the end.
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then it is contained in Cat

�

�

� � �
�

�

�

. We can construct an augmented version
�

�

of

�

, such that Cat

�

�

� �

�

�

and then show that there is a homomorphism map-
ping

�

�

to someanalysis

�

� �

�

�

� � �
�

�

with Cat

�

�

� �

�

�

�

.
We can usethe constraint marking construction

�

 and Kaplan and Wedekind's

(2000) construction to construct the tree

�

�

with augmented category sym-
bols of the analysis

�

. Kaplan and Wedekind's result plus (6.25) guaranteethat
Cat

�

�

�

�

�

�

. Now, there hasto be a homomorphism from the categoriesin

�

�

to
the categoriesof someanalysis in

�

�� �
�

�

.

�

�� �
�

�

is also basedon

� � �

�
�

	 


�
�

�

�

�
�

	

�

(with an additional index

�

on eachcategory and somecategoriesand rules of� � �

�
�

	 


�
�

�

�

�
�

	

�

having no counterpart in

�

� � �
�

�

).
Since we know that

�

is equally or more harmonic than any other candidate
generated from

�

�
	 , we know that the augmented tree

�

�

either contains no
recursion or only violation-free recursion. If it does contain such violation-
free recursions we map all categories

�
on the recursion paths to the indexed

form

�

:

�

, and furthermore consider the variant of

�

�

avoiding the recursion(s).
For our tree, there is guaranteed to be a counterpart in the �nite set of non-
recursive trees in

�

� � �
�

�

with all categoriespairwise identical apart from the in-
dex

�

in

�

� � �
�

�

. We pick this tree and map each of the categories in

�

�

to the

�

-indexed counterpart. The existenceof this homomorphism guarantees that
an analysis

�

� �

�

�

�� �
�

�

existswith Cat

�

�

� �

�

� Cat

�

�

�

�

�

�

. QED

So it could be shown that for OT-LFGsystemsin which all constraints can
be expressedlocal to a local subtree in c-structure (as discussedin sec.4.4.4),
the generation task from non-cyclic f-structures is solvable. The in�nity of the
conceptually underlying candidate set does not preclude a computational ap-
proach. It is obvious that the construction proposed here has the purpose of
bringing out the principled computability, rather than suggestinga particular
algorithm for implementation.

6.3 Recognition and parsing for OT-LFG

As discussedin sec.6.1.2, generation from an input f-structure and the evalu-
ation of the most harmonic candidates solvesonly one of the tasks associated
with a production-based optimization system– what I called (A1) above. For
determining whether a given string is contained in the string language of an
OT system(the recognition task (A2)) further processingis required.

This circumstanceis underlined by the construction in the previous section.
The crucial construction step taken over from (Kaplan and Wedekind 2000),
which producesthe context-free grammar, presupposesa particular underlying
f-structure, i.e., a particular input. When we start out with a string, it would
be nice if context-free parsing techniques could be applied, but it is not clear
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what context-free grammar to use since the underlying f-structure is not yet
known, sowe do not haveany context-free

� �

-grammar yet. Hence,the initial
processingstep for (A2) has to be more powerful than context-free parsing.

Essentially, we have to apply LFG parsing to determine all possible under-
lying input f-structures and then perform the (A1) task of (“backward”) gen-
eration for each of them. In this section we have to ask: is this combined
task solvable? I already addressedthe problem brie�y in sec.6.1.1: with the
possibility of deletion – MAX-IO violations – there is an in�nite set of possible
underlying f-structures. The of�ine parsability condition of standard LFGwould
guarantee that there are only �nitely many f-structures for a given string, but
according to OT intuitions this condition is too strong.

6.3.1 Undecidability of the unrestricted recognition problem

As the construction in sec.6.2.2 showed, in�nity issuesdo not generally pre-
clude a computational approach. Generation of in�nitely many generation al-
ternatives in the context of (A1) could be controlled since they were standing
in competition. The most harmonic candidate according to the constraints had
to be found. However, the situation in the (A2) task – parsing with an OT
system using production-based optimization to de�ne grammaticality – is dif-
ferent. The different analysesof the input string are real alternatives, without
any mutual interdependence(this would be different in a comprehension-based
optimization context). Sothere is almost no exploitable structure in the in�nite
set of parsesfor the given string.

Even with the restrictions on the OT-LFGsystemwhich guarantee that the
generation problem is solvable, we can construct an undecidability argument.
Modifying the secondconstruction discussedin sec.4.2.3 (

�
� ), we get the fol-

lowing system:15

(6.31) ConstructedOT-LFGsystem(schema)

�

�

Assume an LFG

�
� for which the emptiness problem is undecidable

(i.e., it is undecidable whether

�

�

�
�

�

�

�

).

Construct

�

�

� from

�
� by replacing all occurrencesof all terminal sym-

bols in the rules (i.e., typically just the LFG lexicon entries) with the
empty string 	. Note that 	 �

�

�

�

�

�

�

iff

� � s.t. � �

�

�

�
�

�

. Hence,

�

�

�

�

�

�

�

�

is also undecidable.16

15This systemis again related to Johnson's(1998) sketch of an undecidability argument for
OT parsing.

16Johnson (1988) shows the undecidability of parsing with a similar grammar by construc-
tion of a Turing Machine.
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Now construct

���
	 


�
�

� (with start symbol S) from

�

�

� (with start symbol
S

�

� ) by adding new nonterminal symbolsY and B, new terminals yesand
better, and the following productions:
S � Y

(

�

PRED)=`yes'
S

�

�

(

�

OTHER)=

�

S � Y
(

�

PRED)=`yes'
S � B

(

�

PRED)=`yes'
Y � yes
B � better

Assumea single constraint (in addition to the faithfulness constraint
MAX-IO which is violated whenever the

�

�

� rules introduce an empty
string):

�
�

�

�
�

�

�

�

�

�

� �

� 0 if

�

contains the symbol B
1 otherwise

The ranking of
�

�

wrt. MAX-IO doesnot play a role.

Now, what happenswhen we want to determine whether yes�

�

�

�

�

�

? After
(incomplete) parsing of the string yeswith

���
	 


�
�

� , we get an analysis with the
second S production, giving us the f-structure

�
�

� [ PRED `yes']. We have to
apply backward generation to this underlying form. This givesus the following
production-basedoptimization:

(6.32)
Input F-Structure:

�

PRED `yes'

�

�
�

M
A

X
-I

O

a. [ � yes] *!
b. + [ � better]

The string yesis lessharmonic than the alternative candidate better. So for
the underlying representation

�

� , the string yesis not a grammatical surface
form. But this does not exclude that yes is grammatical for some other un-
derlying representation. We can still use the �rst S production in the initial
parsing step. The terminal symbol yesmay be “followed” by an empty string
introduced by the S

�

� symbol. If this is the case,the f-structure produced for S

�

�

is introduced under the feature OTHER, so we get a different underlying repre-
sentation

�
� and we have to perform a different backward generation task. So,

in this caseno alternative candidate satisfying

�
�

can be generated (the only
way of satisfying

�
�

is by using the third S production, which provides no way
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of creating the f-structure material under OTHER). Thus the MAX-IO violations
that the candidate(s) incur would play no role and some candidate with the
string yeswould be optimal – this means yes�

�

�

�

�

�

. However, in order to
determine whether or not an empty string follows the symbol yesin the string
parsed inititally the emptinessproblem for

�

�

� would have to be solved, which
is undecidable by assumption. So it is also undecidable whether yes�

�

�

�

�

�

.

However again something about this problem appears to be counterintu-
itive.

�

�

� displayed instancesof massiveellipsis (the introduction of the empty
string 	 always goesalong with a MAX-IO violation). And linguistically, it does
not make much senseto reasonabout such massiveellipsis without taking the
utterance context and/or world knowledge into account (recall the discussion
in sec.5.2.2). If suchviolations are possiblein optimal candidatesthen they are
justi�ed by (contextual) recoverability for the hearer. To model this intuition
we have to adjust the formal framework to allow for reference to context and
restrict the initial parsing step by context.

Another possibility for ensuring decidability of the parsing task is to shift
attention from production-based optimization models to a strong bidirectional
optimization model. Both approachesare discussedin the following section.

6.3.2 Decidability of variants of the parsing task

Context as a bounding factor for analyses in parsing

In this subsection, I discussa strategy of ensuring decidability of the recog-
nition/parsing task by building a kind of contextual recoverability condition
into the parsing stepof task (A2) (with a simple production-basedoptimization
model).

Let us assumea context representation that is input to the parsing process–
in addition to the string. Like in sec.5.3.3, we can assumea set of f-structures
asthe context representation. The relevant salient context for a given utterance
can be safely assumedto be �nite. We also need a structurally controlled way
in which the contextual contribution is (re-)introduced to the f-structure of the
present utterance. Here, the idea of “pseudo-lexical constraints” discussedin
sec. 4.6.2 on page 113 can be used. A generalized form of the sample rule
(4.80) for introducing such f-annotations at the level of maximal projections is
(6.33).
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(6.33) Pseudo-lexicalconstraint introduction

X �

�

X
(

� �

)=

�
�
��
��
�

. . .




for somecategory X, feature

�

and value

�

.

Usingsucha rule oncegoesalong with one violation of MAX-IO (as in (4.72)
on page 107). Let us assumethat rules of this format are the only source of
MAX-IO violations.

Decidability of parsing with classical LFG grammar is guaranteed by the
of�ine parsability condition. Essentially, non-branching dominance chains of
categoriesare only produced up to the point where a category would occur for
the secondtime. As discussedin (Kuhn 1999b, 10), this condition is too strict
even for classicalLFG.In order to cover all linguistically justi�ed cases,usages
of the same category name in the grammar rules with different f-annotations
have to be distinguished, as formulated in (6.34). 17 This relaxation does not
affect decidability.

(6.34) Revisedof�ine parsability condition
A c-structure derivation is valid if and only if no categoryappearstwice
in a nonbranching dominance chain with the samef-annotation.

In the following I show that it is quite natural to combine the revisedof�ine
parsability with pseudo-lexicalconstraint introduction as in (6.33). As long as
the pseudo-lexical f-annotations differ, it is now legal to go through a domi-
nance chain with the samecategory X. Let us assumethat (6.33) is restricted
by the following contextual condition:

(6.35) In the analysis

�

�

�

�

�

of a given utterance, each value

�

introduced
in a pseudo-lexical f-annotation has to correspond to a type-identical
f-structural object

� �

in the set of context f-structures.

For instance, if we introduce (

�

PRED)=`see

�

��� �

�

' as a pseudo-lexical f-
annotation, there has to be an instance of `see

�

��� �

�

' in the context represen-
tation. In the context of Bill sawMary, the analysisfor and John can thus build
on correspondencewith the PRED valuesof Bill and seein the context represen-
tation. Note that semantic forms are treated as instantiated objects, so the two

17According to an LFGreviewer (for the LFG '99 conference), this was pointed out already
in the early 1980's by Lori Levin, and the revised of�ine parsability condition is used in LFG
systemslike XLE.

191



Computational OT syntax

instancesof `see

�

��� �

�

' are automatically distinguished by different indices (e.g.,
`see

�

��� �

�

'� � as

� �

and `see

�

��� �

�

' �� as the newly introduced value in

�

).

I will change the notation for introducing such instantiated objects in
f-annotations. Normally, a neutral notation is used specifying just the
type of instantiated object. In pseudo-lexical f-annotation, I propose to
use the token of the corresponding contextual object for speci�cation, e.g.,
(

�

PRED)=`see

�

��� �

�

'� � . This does not affect the further treatment of the f-
constraint in the f-structural model construction. Onceannotation schemagets
instantiated (instantiating

�

to a particular f-structure), a fresh instantiated ob-
ject is created– say`see

�

��� �

�

' �� asabove.18 However, for the c-structure-related
book-keeping according to revised of�ine parsability (6.34), all referencesto
the samecontextual token

� �

are identical. This means that a non-branching
chain with two referencesto the samecontextual object are excluded.

However, if the context contains two instancesof the same type of object
a non-branching dominance chain may arise that contains a pseudo-lexical f-
annotation for each one. This is desirable since an analysis of ellipsis should
allow and Johnin the context of (6.36) to havean f-structure with two instances
of the PRED value `think

�

��� �

�

' recoveredfrom the context.

(6.36) I thought that Mary thought that Bill saw Sue

Without further restrictions on the pseudo-lexical f-annotations, it is quite
obvious that the sketchedanalysisof ellipsis overgeneratesconsiderably. So for
instance, one analysis of and John in the context of (6.36) would presumably
have the samef-structure asthe sameutterance can have in the context (6.37):

(6.37) Mary thought that Bill thought that I saw Sue

However, what is relevant here is that the formal restrictions assumedare
liberal enough to provide the spacefor a more precise formulation of a theory
of ellipsis. Then, further restrictions can be formulated within the formalism
provided. This seemsto be the casefor the proposedapproach.

18For complex f-structures introduced by pseudo-lexical f-annotations (as they are for exam-
ple required to derive the subject in the example Bill sawMary – and John), I have to assumea
new mechanismcreating a type-identical copy of the entire structure referred to in the context.
Note however that the describedtechnique of introducing new instantiated objectsfor semantic
forms in the pseudo-lexicalf-annotations is a specialcaseof this more general copy mechanism.

Alternative solutions for dealing with the embedded f-structures would be (i) to extend the
legal format for pseudo-lexical f-annotations allowing for feature paths rather than just a sin-
gle feature; or (ii) to permit pseudo-lexical f-annotations on categoriesdominating the empty
string.
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So, it remains to be shown that decidability of the parsing task is ensured
with the new formal restrictions. Sincethe representation of the salient context
is �nite, there canonly be a �nite number of different contextual objectsusedin
pseudo-lexicalf-annotations. Furthermore there is a �nite number of categories
in the grammar. This ensuresthat there is an upper limit for the length of a
legal non-branching dominance chain. Hence, for a given string there is only
a �nite number of different c-structures; for each c-structure, the number of
minimal f-structure models is also �nite, like in standard LFG parsing, so we
can process the f-structures for each of them separately (applying backward
generation according to the construction in sec.6.2.2).

Controlling the set of parses with OT constraints

An alternative way of controlling the in�nite set of parsing analysestransfers
the OT technique used to control generation alternatives (sec. 6.2.2) to the
parsing situation. Constraint interaction can distinguish between the alterna-
tives and exclude certain cycles that are responsible for producing an in�nite
number of possibilities. In other words, the problem of undecidability of pars-
ing with a production-based optimization model is resolved by moving to a
strong bidirectional optimization model (cf. sec.5.3.1).

For the OT system

�

� (6.31) constructed to illustrate undecidability of the
parsing problem, we would thus get an additional condition on well-formed
candidates: they have to be optimal in the parsing direction too (i.e., the most
harmonic analysis with the given string). So, we would look at all possible
analysesof yes. Even not knowing the internals of the part of the grammar
“under” S

�

� , it is easy to see that no analysis can be constructed for yes that
satis�es constraint

�
�

(which demands the B category of better to be present)
and that all (if any) analysesof yesusing the production S �Y S

�

� would haveto
incur at least one MAX-IO violation (unless

�

�

�
�

�

contained already the empty
string, which we can easily exclude by stipulating addition of an extra symbol
before constructing

�

�

� ). Hence, the candidate a. in (6.32) – [ � yes] – must be
optimal in the comprehension-basedcandidate setover the string yes. Sincethe
samecandidate is unoptimal in the opposite optimization of (6.32), we know
that yesis not contained in the language de�ned by the strong bidirectional
version of

�

� (i.e., yes

�

�

�
� � � � �� 	 �

�

�

�

�

).

In a certain sense, the control strategy based on constraint interaction is
closer to the spirit of OT. On the other hand, to a certain degree it assumes
that production-based optimization and comprehension-basedoptimization in
syntax are mirror images and in particular that the strong bidirectional opti-
mization approach is correct. But as the discussion in chapter 5 suggested,it
is not entirely clear so far whether these assumptionsare justi�ed. Here I just
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present the formal considerationsshowing that the control strategy of applying
a bidirection OT model can effectively avoid the problem of undecidability.

The

�

 -construction proposed in sec.6.2.2 converts an LFG grammar into

another LFGgrammar with distinctions at the level of c-structure that allow for
a distinction of all possiblecombination of local constraint violations according
to constraint set

�

. In combination with Kaplan and Wedekind's (2000) con-
struction this allowed us to generatefor an input f-structure all distinct typesof
production-basedcandidatesthat have a chanceto becomethe winner.

The same construction can be applied in comprehension-basedoptimiza-
tion. The simplest case is an OT system ignoring context in the constraint
evaluation – i.e., without context-sensitive constraints like DISCCOHER, as-
sumed in sec. 5.3.3. (Of course such a system suffers from the ambiguity
problem pointed out by Hale and Reiss (1998), since almost every string is
predicted to have a single, unambiguous interpretation.) We can apply the

�

 -

construction to

�
�

	 


�
�

� including pseudo-lexical f-annotations as in (6.33). So
the task is to �nd for an input string � the set of pairs

�

�

�

�

�

�

�
�

	 


�
�

� that are
most harmonic in the set of candidate analyseswith that string (i.e., the set
Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

� � � �

).

If we assumea �nite inventory of features and values (including the predi-
catesin semantic forms), we get a large but �nite set of possiblepseudo-lexical
f-annotations. So, when the

�

 -grammar is run with the standard LFGof�ine

parsability condition, we can be sure that for a given string, only a �nite num-
ber of c-structures is produced; hence, termination is guaranteed. For each
c-structure, the f-annotations have to be evaluated in order to exclude analyses
leading to inconsistenciesor incompleteness/incoherence(this is part of stan-
dard LFGparsing). From the remaining candidates, the optimal one(s) can be
determined by simply summing over the local violations encoded in the aug-
mented c-structure category symbols.

(6.38) a. Parse string � with

�



�

�
�

	 


�
�

�

�

, applying standard LFG parsing
(obeying the of�ine parsability condition):

�
�

� � �

�


 �

�

�

�

�

�

�



�

�
�

	 


�
�

�

�

| � is the terminal string/yield of

�

�

.

b. Pick the set of analyses

�
�� �
�

�
� �

�
�

�

�
� � �

from

�
�

� � �

with maximal
Total 


�

�

�

for

�

�

�

�

�
�

�
�

� � � �

.

The question is: doesthe

�

 -construction guarantee for parsing too that all

relevant candidates are among the ones produced? We have to show that the
constructed set of analysesis identical to the set of optimal candidatesaccord-
ing to the de�nition (recall that we overloadedthe function Catappropriately to
convert the augmentedcategorysymbolsin an LFGanalysisback to the normal
c-structure):
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(6.39) Cat

� �
�� �
�

�
� �

�
�

�

�
� � � �

� Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

� � � �

Contrary to the situation with generation where the assumptionof violations
in all vacuously recursive parts of the grammar (the “relaxed of�ine parsabil-
ity/generability” condition (6.28)) turned out to dispensable,we now have to
make suchan assumption: recursionsin the grammar that can be passedstring-
vacuously, i.e., creating a non-branching chain have to lead to at least one lo-
cal constraint violation. The simplest way to guarantee this is to assumean
Economy-of-structure constraint * STRUC which “counts” the number of cate-
gories in an analysesand favours the candidateswith fewer categories.

To show Cat

� �
�� �
�

�
� �

�
�

�

�
� � � �

�

Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

� � � �

, assumewe have an
analysis

�

�

�

�

�

in the Cat projection of the

�

 -constructedoutcome. We have to

show that

�

�

�

�

�
� Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

� � � �

. Assumethat it were not, then there
would have to be a more harmonic competitor

�

�

�
�

�

�

�

in Gen �
�

� �

�
�

�

� � �

. Since
all the constraints are locally expressedwe can exclude that

�

�

�
�

�

�

�

is among
the of�ine parsable candidates in Gen �

�
� �

�
�

�

� � �

: they are checked directly in

�
�� �
�

�
� �

�
�

�

�
� � �

. So

�

�

�
�

�

�

�

must contain at least one non-branching dominance
chain with two occurencesof a category X. This string-vacuousrecursion must
incur a constraint violation along the way (by assumption (6.28)) – say *

�

�

.
Since

�

�

�
�

�

�

�

is optimal, the non-branching dominance chain must avoid the
violation of a higher-ranking constraint (say

�

�

) incurred by the simpler, com-
petitor

�

�

� �
�

�

� �

�

, which is the sameas

�

�

�
�

�

�

�

, apart from avoiding the recursion
contained in

�

�

�
�

�

�

�

.

The difference wrt.

�

�

between

�

�

�
�

�

�

�

and

�

�

� �
�

�

� �

�

must lie in the local
violations for recursion-causing category X, for else avoiding the cycle would
de�nitely be more harmonic. So effectively the local constraint violation pro-
�le of the upper X in

�

�

�
�

�

�

�

and the single X in

�

�

� �
�

�

� �

�

differ. But then the�

 -construct will have created different augmented symbols for the two pro-

�les and the longer dominance chain of

�

�

�
�

�

�

�

will not have been �ltered out
in the

�

 -equivalent (“

�



� �

�

�
�

�

�

� �

”). This gives us a contradiction with our
assumptionsbecause

�



� �

�

�
�

�

�

� �

would have beenmore optimal than the orig-
inal analysis “

�



� �

�

�

�

� �

”, so the construction (6.38) would not have included
the latter in

�
�� �
�

�
� �

�
�

�

�
� � �

, but

�



� �

�

�
�

�

�

� �

.

For the opposite direction, Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

� � � �

�

Cat

� �
�� �
�

�
� �

�
�

�

�
� � � �

,
we cantake the c-structure

�

from an arbitrary

�

�

�

�

�
� Eval �


��

�
�

�

�

Gen �
�

� �

�
�

�

� � � �

and construct an augmented tree

�

�

from it with Cat

�

�

�

�

�

�

. Then we show
that

�

�

�

�
�� �
�

�
� �

�
�

�

�
� � �

. For the construction of the augmented c-structure

�

�

from

�

, we apply all constraints locally at eachcategory in the tree

�

and con-
struct the violation marks of the augmented category format accordingly (the
casesin (6.18) and (6.19) can be applied to local subtrees in just the same
way as they are applied to rules – the f-annotations have to be evaluated as
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a check on the existing f-structure model

�

). 19 Note that Cat

�

�

�

�

�

�

. Now,
is

�

�

�

�
�� �
�

�
� �

�
�

�

�
� � �

? The augmented categories we constructed are in ac-
cordancewith the

�

 -construction and the f-annotations were checkedagainst

the f-structure model. There cannot be any double occurrencesof the same
augmented category in a non-branching chain, becausethen the initial candi-
date

�

�

�

�

�

would not havebeenoptimal (according to a stronger version of the
sameargument asin the oppositedirection – if there is a cyclein the augmented
categories,then there must be at least one cycle in the simpler categories). So
we know that

�

�

is the c-structure of a successfulLFG analysis of the string

� in

�



�

�
�

	 


�
�

�

�

(cf. (6.38a)). Since

�

�

�

�

�

is known to be most harmonic in
Gen �

�
� �

�
�

�

� � �

and all constraints are locally con�ned, there cannot be any can-
didate in

�
�

� � �

with a better total constraint pro�le than

�

�

�
�

�

�

, so

�

�

�
�

�

�

is
picked in step (6.38b), and thus

�

Cat

�

�

�

�

�

�

�

� Cat

� �
�� �
�

�
� �

�
�

�

�
� � � �

. QED

Since the “simple” processingtasks for the production-based optimization
model (generation, i.e., (A1)) and for the comprehension-basedmodel (pars-
ing, i.e., (B1)) could be shown to be computationally solvable, the combined
tasks ((A2) and (B2)) in a strong bidirectional model are also solvable. De-
pending on the input representation, (A1) or (B1) can be performed �rst, and
the second task can be applied on the output (after �ltering out the relevant
information, i.e., the “input part” of f-structure, or the surfacestring).

Weaker bidirectional models (cf. sec. 5.3.1 and 5.3.2) cannot exploit this
strategysincethe interdependenceof the two directions of optimization is more
sophisticated. In order to ensure decidability of the parsing task for them, an
additional recoverability condition of the kind discussedin the previous subsec-
tion seemsto be required.

Adding context-sensitive constraints in OT-controlled parsing

So far, the OT-based control of in�nity of the set of parsing analysesignored
context-sensitive constraints. This means that the ellipsis analysis for utter-
anceslike and John used as an example throughout this dissertation could not
be modelled in the framework, since it would require string-vacuous cyclesof
the type that is excluded (in the comprehension-baseddirection it will gener-
ally be more harmonic to avoid ellipsis). To make a multiply embeddedellipsis
optimal, a context-sensitive constraint like DISCCOHER (sec. 5.3.3) has to be
assumed,outranking the constraints that punish ellipsis. But the approach pro-
posed here can be transferred to a set-up including a context representation.
Here, I will only sketch the idea.

19If there are several possibilities we construct all of them and pick the most harmonic one
basedon the total constraint violations.
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We can assumea �nite context representation and constraints that are still
local to subtreesof depth 1, but which can in addition refer to the context rep-
resentation. The

�

 -construction is then extended to depend on a particular

context representation. With a �xed context, the local constraint violation pro-
�le can be computed for all rules in the grammar, again producing augmented
category symbols. So, the resulting grammar can be applied in the sameway
as before, but the augmented set of categories is even more diverse; hence,
the non-branching chains that can be constructed before a category is included
twice can becomeconsiderably larger, and analysesthat would have been ex-
cluded before can becomewinners.

Note that with the context-sensitiveversion of the bidirectional optimization
strategy, it is only the parsing task with respectto a given context that is guar-
anteed to be decidable. If we are interested in the string language generated
by the OT system independent of context, the extended

�

 -construction does

not help. I conjecture that the string recognition problem for a contextually
sensitivegrammar model is semidecidablefor principled reasons.

If the context of a given utterance is unknown, the parsing processhas to
rely on heuristics for the accomodationof a certain amount of contextual infor-
mation. But at somepoint, the processhasto stop – evenat the risk of wrongly
excluding a string that is actually grammatical.

If we look at what is actually being modelled by the theoretical concept
of grammaticality – namely acceptability judgements of native speakers –,
this semidecidability seemsrather plausible. Recall under what circumstances
candidates that are heavily unfaithful to MAX-IO (like the one in (4.72) on
page 107) can turn out to be winners: it is when the context allows ellipsis of
large chunks of the underlying (input) form.

Now, looking at the human sentenceprocessorin such a situation is quite
revealing: as is well-known, when presented with elliptical utterances out of
context, our processorbreaksdown surprisingly fast – in a certain sense.Sen-
tencesare judged unacceptablethat would be consideredperfect if the context
was known. For example,

(6.40) Bill for the doctor's

is likely to be judged ungrammatical if no appropriate context (like Hasanyone
left early today?) is provided (cf. e.g., Klein 1993 for discussion and further
examples).

So, the human sentenceprocessingsystemdisplays a behaviour suggesting
that something like the type of heuristics we just discussedis at work. Unde-
cidability of the parsing task (for the formal systemspeci�ed by our – idealized
– model of competencegrammar) may be unavoidable.
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6.4 Chart-based processing of OT syntax

This section discussesa particular algorithmic approach for putting to use the
results of the previous section. Standard generation and parsing techniques
employing the data structure of a chart are extended to processingof OT-LFG
systems,as proposed in (Kuhn 2000b) and discussedin (Kuhn 2000a). Cru-
cially, candidate generation and constraint checking are interleaved.

Restrictions on the form of constraints have already been discussed in
sec. 6.2. Here I will use the slightly different formulations of (Kuhn 2000b;
Kuhn 2001b). The constraints are used to limit the searchspace,so we have
to be sure that the systemcontains adequateconstraints that will differentiate
the candidates arising through rule recursion. This justi�es the assumption of
the relaxedof�ine parsability/generability condition addressedin sec.6.2.2 and
repeated here (note that this is not really a condition on

�
�

	 


�
�

� , but on the
constraint set):

(6.28) Relaxedof�ine parsability/generability
A rule recursion may only be applied if at least one constraint violation
is incurred by the recursive structure.

Note that it is quite easyto guaranteefor an entire OT systemthat all candidates
satisfy (6.28): a suf�cient condition is that the set of constraints include the
Economy-of-expressionconstraint * STRUCT.

Asdiscussedin sec.6.2.2, the constraints may not be of arbitrary complexity.
I assumethe following restriction:

(6.41) Restriction on constraints:
The structure (c-structure/f -structure) denoted by the constraint condi-
tion must be bounded.

Note that this restriction is fully compatible with the recurrent strategy of keep-
ing the individual constraints simple and exploit the explanatory effect of sev-
eral constraints interacting.

6.4.1 Optimality-theoretic Earley deduction

The basic idea of the interleaved candidate generation/constraint checking ap-
proach is to usea standard chart for representing partial structures constructed
with

�
�

	 


�
�

� , plus in addition for keeping track of the constraint pro�le of these
partial structures. Tesar (1995) proposes such a dynamic programming or
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chart-basedOT algorithm for generation with regular grammars and context-
free “position grammars”. This basic idea is extended to OT-LFG in (Kuhn
2000b), using Earley deduction parsing and generation (following Neumann
1994; Neumann 1998).

The constraint pro�le of (partial) constituents is stored in the chart edges.
Whenevera constraint may or may not apply, both options are entered into the
chart. The assumptionof relaxed of�ine parsability/generability (6.28) and the
boundednessof constraint conditions (6.41) ensurethat recursionsnot helping
to avoid somelocal constraint violation lead back to an already existing edge.

When an identical edgeexists in the chart, the new edgeis consideredto be
blocked asusual in chart parsing/generation – however only if the new edgeis
equally or lessharmonic than the existing one. If it is more harmonic, the new
constraint pro�le is propagated through the chart, which will potentially lead
to further options. Due to this online processingof constraints, the algorithm
can deal with an in�nite candidate set.

Earley deduction for parsing and generation

Sincethe chart-basedalgorithm to bedevelopedis to work bidirectionally, using
Earley deduction is a natural choice. This paradigm was proposed by (Pereira
and Warren 1983) as a parsing algorithm for de�nite clause grammars, and
has been extended to generation by (Shieber 1988; Neumann 1994; Neumann
1998, a.o.). I will follow Neumann's account, which aims for maximal unifor-
mity of parsing and generation, reducing the difference of the two to a mere
difference in the information used for indexing the results.

Parsing and generation amounts to deduction of a given goal from a
databasecomprising the grammar rules, using two basic inference rules: pre-
diction (or instantiation) and completion(or reduction). In parsing, the goal's
string is speci�ed, whereasin generation, its underlying representation is spec-
i�ed.

The algorithm 20 usesa set of grammar rules (and lexicon entries) asa static
data base, a chart as a dynamic data base (which will ultimately contain the
result), and an agenda as a control structure. Items on the agenda and in
the chart have the form of de�nite clauses. We distinguish active and passive
items: active items are “looking for” material of a certain category and with
certain features, whereas passiveitems state that certain material has already
been found. In both cases,an index notes which part of the input (string or
underlying form) is or should be covered by the respectivecategory. The chart
is partitioned into different item sets, according to the different indices.

20A samplederivation is given in sec.6.4.1, for the extended algorithm.
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Following Neumann's(1994, 1998) notation, we have:

(6.42) Active item

� � � �

�

�

�

�

� � �

�

� � � � �

�
�

�

,
where

�

is the head (lhs) of a rule;

�

�

�

�

�

� � �

�

� is the (remaining part of
the) body (rhs) to be found;

�

�
� � � �

�

�

marks the selectedelement
to be found next;

�

�
� the range of the input covered by the selected

element.

(6.43) Passiveitem

� � � 	 � �

�
�

�

,
where

�

is the head (lhs) of a rule;

�

�
� the range of the input covered

by the head.

Active items comeinto existencethrough prediction: assumethere is a gram-
mar rule A � B C, and we are looking for an A. Then prediction tells us we
have to �nd a B (or a C, depending on the selection strategy), for a certain part
of A's index (creating an item

�

A � B C � � � �

�
�

�

�

). When matching active and
passive items are found (in the same item set), completion applies, reducing
the active item to a passiveitem (e.g.,

�

A � 	 � �

�
�

�

) or another active item (e.g.,

�

A � C � � � �

�
�

� �

�

) (depending on whether the selectedelement was the only one
that was left or not). 21

The result of applying an inference rule is always �rst put on the agenda,
to mark that it has yet to be dealt with, checking for further possible rule ap-
plications. When an item is taken from the agenda, it is �rst checkedwhether
the sametype of item hasbeen dealt with before (i.e., it is already in the chart
and thus blocked). If not, it is added to the chart, and the inference rules are
applied to it.

The algorithm is initialized by putting an active item looking for the gram-
mar's root symbol on the agenda, indexed with the complete input. It termi-
nates when the agenda is empty; if the initial goal can be generated by the
grammar, the chart will contain one or more passiveitems covering the whole
input, with the grammar's root symbol as the category.

For indexing the underlying information in generation, I will essentiallyuse
the PRED values in the input f-structure, which are treated as resources, i.e.,

21Lexical accessor scanningcan be seenas a special caseof completion, where an element
from the lexicon is used to match the selection of an active item, rather than using a passive
item from the chart.
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they can be realized exactly once.22 To identify them uniquely, the semantic
index for a given item will be a list of PRED valueswith their complete paths.

Note that in a “classical” setting, a restriction of indexing to entities with
this resource interpretation would mean a limitation (as discussedin (Shieber
1988)): expletive elements, not contributing to the semantics, could not be
captured, nor could phrasal expressions,for which not every part comeswith
a distinct contribution to the meaning. In the OT setting, phenomena of this
kind will generally involve faithfulness violations, i.e., they will be covered by
the extension discussedin the next subsection.

Chart-based optimization

Using a chart for storing results of partial OT competitions was �rst proposed
in (Tesar1995). There, it is applied to regular languagesand context-free “po-
sition grammars.” I show how a similar technique can be incorporated into the
Earley deduction algorithm, thus permitting processing of full feature gram-
mars (provided assumptions (6.28) and (6.41) are met). Incorporating opti-
mization in this deduction-basedparadigm will allow us to seeclearly how it
relates to known techniques, thus making potential improvements easier.

Conceptually, the extension is strikingly simple: (i) a record of the constraint
pro�le of the structure constructed so far is added to the representation of
(heads of) items; (ii) as completion is applied, the OT constraints are applied,
recording the sum of new constraint violations and the constraint pro�le of the
passiveitem consumed in completion;23 (iii) when taking a passiveitem from
the agenda,checking for blocking (the existenceof an item of the sametype in
the chart), the constraint pro�le is taken into account: if the new item is more
harmonic, it is not consideredto be blocked, but is added to the chart.

The blocking check in (iii) is subjectedto a restriction operation,24 as intro-
duced by (Shieber 1985) to ensurethat there is only a �nite number of possible
types of items in each item set.

The following example (based on OT accounts of inversion and questions
(Grimshaw 1997; Ackema and Neeleman 1998)) will clarify the workings of
the algorithm. It is taken from (Kuhn 2000b) and thus employs a slightly dif-
ferent representation format than assumedin sec. 6.2. The sample grammar

22This is in line with the interpretation of PRED values as instantiated features (Kaplan and
Bresnan1982).

23This step will introduce new disjunctions in all caseswhere a given constraint may or may
not apply, in the sameway as(6.18) and (6.19) are speci�ed.

24In order to ensure correctness,the size of the restricted structure will have to be at least
as large as the maximal size of structure denoted by constraint, following assumption (6.41);
using the abstraction over all constraints asrestriction will guarantee this.
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is a small extended X-bar fragment, as speci�ed in (6.44). Categoriesare as-
sumed to have an internal structure (Bresnan 2001; Kuhn 1999b) encoding
lexical class, bar level, the lexical/functional distinction, and whether or not
they are topmost within an extended projection (Grimshaw 1991) (i.e., a lexi-
cal projection with all its functional projections). For clarity, I will however use
abbreviations like VP[+top] for

�

verb� max� lex�

�

top

�

. FP[+/ � top] is used for
functional projections (all of which will beverbal in this example); XP[+/ � top]
is underspeci�ed for the lexical/functional distinction.

(6.44) a. ROOT � XP[+top]

�

=

�

b. FP[� ] � (NP[+top]) F

�

[ � ]
{ (

�

SUBJ)=

� �

=

�

�

(

�

DF)=

�

(

�

OBJ)=

�

}

c. F

�

[ � ] � F[ � ] XP[ � top]

�

=

� �

=

�

d. VP[� ] � (NP[+top]) V

�

[ � ]
(

�

SUBJ)=

� �

=

�

e. V

�

[ � ] � V[ � ] (NP[+top])

�

=

�

(

�

OBJ)=

�

The functional annotations follow the annotation principles of (Bresnan
2001), saying for instance that the f-structure of a lexical category's comple-
ment is introduced under a complement function like OBJ. Functional projec-
tions are identi�ed with lexical projections at the level of f-structure (thus the

�

=

�

for both F[� ] and XP[ � top] in the F

�

[ � ] rule). (6.45) lists the lexicon.

(6.45) they NP[+top] (

�

PRED)=`they'
(

�

OP)= �

who NP[+top] (

�

PRED)=`who'
(

�

OP)=+

see V[_] (

�

PRED)=`see'

do F[_] (

�

PRED)=`do'

Under a faithfulness violation it is possible to skip the lexical contribution,
e.g., the PRED introduction by do. This way, any of the following sentencescan
be generated (all with the f-structure in (6.47)):
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(6.46) a. [ 
	 they seewho]

b. [ � 	 they do [ 
	 seewho]]

c. [ � 	 who do [ 
	 they see]]

d. [ � 	 who do [ � 	 they do [ 
	 see]]]

e. [ � 	 do [ � 	 who do [ � 	 they do [ 
	 see]]]

f. . . .

(6.47)

���
�

�

PRED `see

�

��� �

�

'
SUBJ

�

PRED `they'

�

OBJ

�

PRED `who'
OP

�

�

���
�

�

The following two constraints (adapted from (Grimshaw 1997)) are at
work:

(6.48) OP-SPEC

Every operator ([ OP +]) is introduced in the speci�er of the topmost
projection (Spec–XP[+top]).

(6.49) DEP-IO [or FULL-INT]
All lexical f-speci�cations are used.

With OP-SPEC outranking DEP-IO in English, the candidates in (6.46) will
be evaluated as follows:

(6.50)

Candidates O
P-

S
P

E
C

D
E

P-
IO

a. [ 
 	 they seewho] *!
b. [ � 	 they do [ 
 	 seewho]] *! *
b. + [ � 	 who do [ 
	 they see]] *
d. [ � 	 who do [ � 	 they do [ 
	 see]]] **!
e. [ � 	 do [ � 	 who do [ � 	 they do [ 
	 see]]] *! ***

The Earley deduction algorithm for generation will proceed as follows. De-
tails of the control strategyare ignored here, focusing on clarity of presentation.
Items are written with the following notation:
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(6.51)

�

HEAD � REMAINING_BODY; [ �

�

�]; index; book-keeping

�

;
REMAINING_BODY (empty for passiveitems): selectedelement (left-
most) marked by underlining ; �

�

�: number of violations of OP-SPEC

(6.48) and DEP-IO (6.49); semantic index is written asa list of paths.

The book-keepingkeepstrack of the structure constructed so far; for simplicity,
I usethe string for this purpose. The string doesnot representthe string covered
by the selectedelement, but the entire derivation history!

Details of the control strategy are ignored for clarity of presentation. The
agendais initialized with item

(6.52)

�

ANSWER � ROOT; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];� � �

Prediction will apply, basedon rule (6.44a), giving rise to the following new
item:

(6.53)

�

ROOT � XP[+top] ; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];� � �

,

which will trigger a chain of predictions (note that the index in these active
items is the selectedelement's index, i.e., unless an

�

=

�

node is selected, the
index changes):

(6.54)

�

FP[+top] � NP[+top] F

�

[+top]; [0,0]; [ SUBJ-PRED-THEY];

� � �

(6.55)

�

FP[+top] � NP[+top] F

�

[+top]; [0,0]; [ OBJ-PRED-WHO];

� � �

(6.56)

�

FP[+top] � F

�

[+top] ; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];� � �

(6.57)

�

F

�

[+top] � F[+top] XP[ � top]; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY,
OBJ-PRED-WHO] ;

� � �

(6.58)

�

VP[+top] � NP[+top] V

�

[+top]; [0,0]; [ SUBJ-PRED-THEY];

� � �

(6.59)

�

VP[+top] � V

�

[+top] ; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];� � �

(6.60)

�

V

�

[+top] � V[+top] (NP[+top]); [0,0]; [ PRED-SEE, SUBJ-PRED-THEY,
OBJ-PRED-WHO] ;

� � �
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Eachof (6.54) and (6.58) can undergo scanningwith the entry for they, leading
to reduced items (the index contains the remaining material to be generatedby
the new selection):

(6.61)

�

FP[+top] � F

�

[+top] ; [0,0]; [ PRED-SEE, OBJ-PRED-WHO];
�

they

� �

(6.62)

�

VP[+top] � V

�

[+top] ; [0,0]; [ PRED-SEE, OBJ-PRED-WHO];

�

they

� �

Let us look at (6.62). The following prediction

(6.63)

�

V

�

[+top] � V[+top] (NP[+top]); [0,0]; [ PRED-SEE, OBJ-PRED-WHO];�

they

� �

can be usedto scansee, resulting in two options, depending whether or not the
optional NP is assumed:another active item

(6.64)

�

V

�

[+top] � NP[+top] ; [0,0]; [ OBJ-PRED-WHO];

�

they see

� �

or a passiveitem:

(6.65)
�

V
�

[+top] �� ; [0,0]; [ PRED-SEE];

�

they see

� �

When creating a passive item, the structural OT constraints are checked;
however, in this case,no violations occur.

(6.64) can be used to scan who, leading to another passive item (with a
different index). Here, we do have a constraint violation: who is marked asan
operator, but it is not introduced in the topmost speci�er position.

(6.66)

�

V

�

[+top] �� ; [1,0]; [ PRED-SEE, OBJ-PRED-WHO];

�

they seewho

� �

(6.66) triggers completion of the VP[+top] item (not causing any further con-
straint violations), which again triggers completion of the initial ANSWERitem.
So, we have a �rst candidate to cover the entire input.

(6.67)

�

VP[+top] �� ; [1,0]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];�

they seewho

� �

(6.68)

�

ANSWER �� ; [1,0]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];�

they seewho

� �
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Going back to (6.55), this active item can be used scanningwho

(6.69)

�

FP[+top] � F

�

[+top] ; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY];�

who

� �

predicting

(6.70)

�

F

�

[+top] � F[+top] XP[ � top]; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY];�

who

� �

Here, an interesting caseof scanning can occur: there is a lexicon entry of the
selectedcategory F[_]: do. Its f-annotation (introducing [ PRED-DO]) does not
match the index. But there is the option of using a lexicon entry unfaithfully ,
introducing a violation of DEP-IO.25 Note the unchanged index.

(6.71)

�

F

�

[+top] � XP[ � top] ; [0,1]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do

� �

Recall that XP[ � top] is either VP[ � top] or FP[ � top]. The VP option will give
usa partial derivation quite similar to the VP[+top] caseabove((6.62)-(6.65)).
Only, the object cannot be realized in the VP, since its resourcepath hasalready
been used. So, we get only the following passiveitem:

(6.72)

�

VP[ � top] � � ; [0,0]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do they see

� �

This passiveitem can be used in completion combined with (6.71), resulting in
the following passiveitems for F

�

[+top] and FP[+top]:

(6.73)

�

F

�

[+top] �� ; [0,1]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do they see

� �

(6.74)

�

FP[+top] �� ; [0,1]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];�

who do they see

� �

This will �nally trigger completion of (6.52). Note that there is already a pas-
sive ANSWERitem with the sameindex: (6.68). So, classically, we would have
a caseof blocking. But here, the constraint pro�le is compared,and it turns out
that the new ANSWERitem is more harmonic. So we replace the �rst item by
this new one:

25Although DEP-IO could be modelled to be checkednot until passiveitems are created, it is
natural to keep track of violations along with lexical access.
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(6.75)

�

ANSWER �� ; [0,1]; [ PRED-SEE, SUBJ-PRED-THEY, OBJ-PRED-WHO];�

who do they see

� �

Note that this is exactly the analysis in (6.50c) above. But processingis not yet
�nished.

The other option for (6.71) was that the selectedXP[ � top] is an FP[ � top];
then, we get the following new active item (a.o.):

(6.76)

�

FP[ � top] � F

�

[ � top] ; [0,1]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do

� �

This will predict

(6.77)

�

F

�

[ � top] � F[ � top] XP[ � top]; [0,1]; [ PRED-SEE, SUBJ-PRED-THEY];�

who do

� �

which can combine with another unfaithful useof do:

(6.78)

�

F

�

[ � top] � XP[ � top] ; [0,2]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do do

� �

Again, we have a choice for XP[ � top]. We can pick VP[ � top] again, being able
to reuse(6.72). Completion givesus

(6.79)
�

F

�

[ � top] �� ; [0,2]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do do they see

� �

which completes(6.76) and ultimately (6.71):

(6.80)

�

F

�

[+top] �� ; [0,2]; [ PRED-SEE, SUBJ-PRED-THEY];

�

who do do they see

� �

But note that suchan item existsalready: (6.73). Comparing the constraint
pro�les, the new option is lessharmonic (the existing item used only one do:
[0,1]).

Further predictions with XP[ � top] as FP[ � top] are blocked (as in classical
chart parsing/generation).

The illustration shows how an in�nite set of candidates (basically who do
do

�

they see) is discarded as an equivalenceclassat least as bad as one repre-
sentative. This makesOT processingwith an in�nite candidate set possible.

The example was simple, but the technique carries over to all constraints
satisfying assumption (6.41). It may be required to “pass” a cycle severaltimes
before strict harmony decrease(guaranteed by (6.28)) takeseffect. The passes
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of this cyclic structure have the effect of avoiding the violation of some high-
ranked constraint.26 With the constraint sizebounded, this construction is guar-
anteed to terminate. Additional cycle passeswill again causedeterioration.

For termination considerations, the ranking of the constraints plays no role,
since the deterioration of the constraint pro�le causedby subsequentpassesof
a cyclic structure leads to the following situation after a �nite number of steps:
all larger candidatesare lessharmonic than an existing candidate

�

under any
ranking of the constraints. This situation ariseswhen the larger candidateshave
the sameconstraint violations as

�

, but also someadditional violation(s).

�

is
then said to harmonically bound the larger candidates (Prince and Smolensky
1993, sec.9.1.1).

With a �nite constraint set and constraint conditions of a bounded size,
the number of distinct chart items that have to be constructed in the worst
case is also �nite. The maximal set of chart items before hitting a blocking
situation is the following: for eachsubsetof the input information (i.e., a �nite
set of feature path combinations), chart items of any possiblecategory, overlaid
with all possible combinations of constraint conditions. (The obvious danger
of a combinatorial explosion of the searchspaceis irrelevant for these general
decidability considerations; somepotential starting points for optimizations in
the algorithmic sensewill be mentioned brie�y in sec.6.4.3.)

6.4.2 Interleaving parsing and generation

As discussedin sec. 6.1.2, the recognition and parsing task (A2) for an OT
systeminvolves parsing and backward generation. So far, we have only looked
at the generation task (A1), showing that in a chart-basedapproach candidate
generation and constraint checking can be interleaved, so there does not have
to be an a priori limit to the degree of unfaithfulness in the candidates. Quite
obviously, if chart-based parsing is performed in an analogous way, we can
implement task (B1). But for task (A2), the OT generation task (A1) has to
be combined with an initial parsing task, determining potential underlying f-
structures.

Following ideas of (Neumann 1998), this parsing and “backward genera-
tion” can be realized in an interleaved way, assuminga double index for passive
items, so they can be used in both directions:

The agendais initialized by an active parsing item, indexed by the entire in-
put string. At the point where normally a passiveitem

�
� is added to the chart,

26Note that an edge avoiding the high-ranked constraint will have been constructed already
before hitting the recursion, anticipating the larger structure required. Thus, the violations
incurred by the cycle will not cut this branch.
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an active generation item is put on the agenda, with the semantic index con-
structed for

�
� in parsing. This will trigger an intermediate generation phase,

exploring alternative analyses. Here, optimization applies, leading to an opti-
mal item

�
� for the semantic index under consideration. When the generation

phaseis �nished,

�
� is compared to

�
� . If it is identical,

�
� is actually added to

the chart; if not, it is ungrammatical and will be discarded (more precisely, a
record is kept that this particular item has been shown to be ungrammatical).
Later generation phasescan use intermediate results of the earlier ones.

6.4.3 Discussion

The chart-basedoptimization approach has been implemented experimentally
in Prolog. Varges (1997) provides a simple experimental Prolog implementa-
tion of the uniform agenda-driven tabular algorithm of Neumann (1998). On
this basis,I wrote an experimental implementation of the algorithm illustrated
in sec.6.4.1, and the interleaving discussedin sec.6.4.2. For this, I extended
Varges'set-up to accomodatefor LFG-style grammars. In particular, I modi�ed
the semantic indexing to capture resource accounting. The parser/generator
was tested with small grammars modelling fragments asdiscussedin the theo-
retical OT literature (Grimshaw 1997; Bresnan2000).

There are several obvious sourcesfor exponential behaviour (which is not
surprising, sinceparsing for the basegrammars is already worst-caseexponen-
tial): (i) using more constraints will lead to highly disjunctive structures; (ii)
for generation, the number of item setsmay grow exponentially in the size of
the input f-structure. (ii) is a theoretical option even for non-OT generation
(Kay 1996), but the wide-spread unfaithfulness brings it out in the OT case.

For (i), sophisticated techniquesfrom feature grammar parsing (disjunctive
lazy copy links) may help, exploiting de facto independence of structures in
most cases(cf. e.g., Maxwell and Kaplan 1998; Dymetman 1997). Locality
restrictions discussedby (Kuhn 2001a) may help to limit problem (ii). Also,
exploiting precomputed implications of the constraint ranking should have a
considerableeffect.

Having couched computational OT syntax in the well-studied paradigm of
Earley Deduction will hopefully facilitate such extensions and improvements.
Furthermore, the results of researchinto OT asa grammar theoretical approach
are also of interest for the more engineering-oriented applications of OT-style
ranking systems,as proposed in (Frank et al. 2001) for instance. Here, the
overall systemis hybrid with a very dominant “classical”, i.e. non-OT, part and
a rather limited OT-style extension. The latter has been mainly used as a pref-
erencemechnismto decidebetween alternative parses,and to someextent also
in generation. An understanding of the complexity induced by a bidirectional
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approach and of possible ways of restricting the expressivenessof an OT sys-
tem will facilitate a more effective (and maybe more ef�cient) application of
the OT-style part in a hybrid system.

6.5 Summary

The main results of this chapter are the following: there are two main issuesin
the computational processingof OT systemsfor syntax, the in�nity of the can-
didates set and the directionality issue– i.e., the fact that the recognition task
for production-based OT systemsinvolves processingin the opposite direction.
Basedon computational results for generation with classicalLFGgrammars (in
particular Kaplan and Wedekind 2000) I showed that for a suitably restricted
OT-LFG system the generation problem is solvable. The restrictions – locally
expressedconstraints and full speci�cation of the semantic part of f-structures
– are in the spirit of the underlying assumptionsof OT, asdiscussedin the pre-
vious chapters.

The recognition/parsing task is undecidable for a production-based OT sys-
tem allowing arbitrary faithfulness violations. However, there are two plausible
ways of constraining the system: a recoverability condition on ellided material
basedon a �nite context representation, or the move to a strong bidirectional
optimization model. I showeddecidability of the parsing problem for both these
constrained systems.If in the bidirectional model context-sensitiveconstraints
are assumed,decidability can be guaranteed only based on a known context
representation. Allowing for free accomodation of context with an isolated
sentenceagain leads to an undecidable recognition task. This fact seemscog-
nitively plausible given that native speakershave trouble with grammaticality
judgements for non-trivial casesof ellipsis in isolation.

Finally, I sketcheda chart-basedalgorithmic account for putting the compu-
tational results of this chapter to use.
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Conclusion

In this dissertation, I proposed a formal framework for making explicit a num-
ber of different OT models for syntax. I discussedthe intuitions behind the OT
assumptions,identifying the requirements for a faithful rendering in the formal
apparatus for syntax. Taking into account learnability considerations and fol-
lowing previous work on OT-LFG, I construed the candidates for OT syntax as
non-derivational analysesof an underlying LFG-style grammar, where all mem-
bers of a candidate are invariant in terms of the interpreted part of f-structure.
Constraints can be formalized as simple schemata in a structural description
language.

The LFG-basedformalization provides a tool for investigations of the intri-
cate interrelations that arise (i) when the dual of standard production-based
optimization is assumed:comprehension-based(or interpretive) optimization;
and (ii) when moreover the two optimization conceptsare combined to form
a bidirectional model. I discussedways of isolating syntactic effects from the
role that encyclopaedicknowledge and other non-syntactic sourcesplay in dis-
ambiguation. The explanatory limitations of the straightforward strong bidi-
rectional model were addressed,and I demonstrated that a weak bidirectional
model working with a �xed context representation acrosscandidates can lead
to a simpli�cation and clari�cation of the constraint set.

Finally, the computational properties of the formal models of OT syntax
were discussed, identifying the possibility of arbitrary faithfulness violations
and the directionality of processing as the two main challenges. The inves-
tigation of computational properties adds interesting ways of differentiating
between set-upsof OT systems,in particular with respect to the bidirectional-
ity question. Decidability of a model with constraint-controlled faithfulness is
guaranteedfor a strong bidirectional model, but not for a generalunidirectional
or weak bidirectional model. Processingrelative to a �xed context representa-
tion is decidable for the weaker models too.
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Conclusion

Basedon the OT-LFG formalization, it is easy to specify slightly simpli�ed
OT systemsfor syntax, using a standard parsing/generation system for LFG,
like the XLEsystem.Suchan approach takessomeof the theoretically assumed
power of constraint interaction away (making Gensomewhat overrestrictive),
but for the purposeof developing and assessinga focusedempirical OT account,
it should practically always be suf�cient. In any event, the manipulation of can-
didates and constraint setswith a computer is faster and lesserror-prone than
the paper-basedconstruction of tableaux (for which the number of candidates
that can actually be worked out is considerably smaller than the candidate sets
one may run through the computer).

Outlook

As discussedinitially in chapter 1, one of the motivations for the enterprise of
formalizing OT syntax was the prospect of a linguistic theory with a precisely
de�ned learning schemethat one canapply on realistic empirical data. With the
stochastic constraint ranking of Boersma(1998) or a similar account, the OT
learning model can in particular take into account the frequency of linguistic
phenomenaand lexical items in the training data.

As the discussionof bidirectionality in chapter 5 showed, some aspectsof
the formal models still need clari�cation, before one can expect learning sim-
ulations on real syntactic data to be directly revealing about the syntactic con-
straint setsunder consideration in theoretical syntactic work. The �xed-context
approach seemsquite promising however. It could be combined with a non-OT
probabilistic estimation of the distribution of context factors.

Within the existing formal framework, there are various points that should
be addressedby future research. For instance, what constraints should one as-
sume for modelling native speakers'idiosyncratic knowledge, i.e., knowledge
about collocational preferencesof lexical items etc. (cf. the brief discussionin
sec. 4.3.2)? Moreover, a broad range of syntactic phenomena has to be ad-
dressedunder the OT perspective;with the context awarenessof the weak bidi-
rectional model (sec. 5.3.3), notorious phenomena for broad-coveragegram-
mars like ellipsis and coordination may await a satisfactory analysis that could
be validated on corpus data.

One may hope that the theoretically informed bidirectional OT model with
its detailed syntactic representationswill ultimately improve the results of gen-
uine computational-linguistic tasks like broad-coverage parsing. In the last
decade, statistical models have been used and developed to permit corpus-
based training of parsers. Recently, also rich syntactic representations have
been applied in such models, in particular in the LFG-basedaccountsof John-
son, Geman,Canon, Chi, and Riezler 1999; Riezler, Prescher, Kuhn, and John-
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son 2000. There is an interesting parallel between the log-linear models used
in the training of theseprobabilistic LFGgrammarsand the OT architecture. As
(Johnson 1998) points out, the comprehension-directedvariant of the standard
OT model1 can be viewed asa specialcaseof the log-linear model. The ranked
violable constraints of OT (counting instancesof a certain con�guration in the
candidate representations) are the correspondentsof the “features” for which a
log-linear model provides estimated parameters(these “features” or properties
are also functions from con�gurations to numbers).

This formal parallel at the sametime revealsa difference in the typical ap-
plication of the models. In OT, the original motivation comesfrom production-
basedoptimization (as a de�nition of grammaticality), while in statistical nat-
ural language processing, so far only the comprehension-based,i.e., parsing
direction has been explored and used for disambiguation. The work using rich
syntactic representations like LFGstructures has either relied on existing clas-
sical grammars, which were manually written, or on corpora with a detailed
syntactic annotation.

The bidirectional OT approach could attempt to take the scopeof corpus-
basedlearning with deep linguistic representationsconsiderably further: both
the grammaticality-de�ning constraint ranking and the disambiguation prefer-
enceswould be learned from training data. The training data would not haveto
be annotated with the full syntactic target representations of the grammatical
framework adopted, but only with a suitable underlying predicate-argument
representation (and using bootstrapping techniques, it may be possibleto keep
the amount of training data required manageable).

1Assuming a �xed limit for the number of multiple violations that can be incurred for the
constraints.
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Summary in German –
Zusammenfassung

Formale und komputationelle Aspekte
der Optimalitätstheoretischen Syntax

1 Einleitung

Diese Arbeit beschäftigt sich mit den Eigenschaftenvon Optimalitätstheoreti-
schen (OT-)Grammatikmodellen, vor allem bei der Anwendung auf syntak-
tische Fragestellungen. Der OT-Ansatz wurde Anfang der 90er Jahre in der
Phonologieeingeführt (Prince and Smolensky1993) (vgl. (Kager1999) für eine
Einführung) und fand dort rasch weite Verbreitung. Auch in der theoretischen
Syntax wird das OT-Modell vielfach eingesetzt; eine frühe, sehr ein�ussreiche
Arbeit ist hier (Grimshaw 1997).2 Der OT-Ansatzist mit verschiedenenzugrun-
deliegenden Grammatikformalismen kompatibel. Für die vorliegende Arbeit
sind vor allem die Beiträgerelevant, die auf der Lexikalisch-FunktionalenGram-
matik (LFG) aufbauen und den von Bresnan (1996, 1999, 2000) initiierten
Ansatz der OT-LFG bilden; in diesem Rahmen lassen sich die Eigenschaften
des OT-Modells unter Rückgriff auf formale und komputationelle Literatur zu
uni�kationsbasierten Grammatikformalismen beleuchten.

Die Grundidee der OT ist es, Variation zwischen den Sprachen der Welt
aus der Interaktion von universellen Beschränkungen(Constraints) abzuleiten.
Solche Beschränkungen besagen etwa “realisiere skopustragende Elemente
(wie Fragewörter) so, dassder Skopussichtbar markiert wird” oder “vermeide
es,Argumente außerhalb ihrer Grundposition zu realisieren”. Die Beschränkun-
gen sind verletzbar und stehen vielfach in einem gegenseitigem Kon�ikt,
der je nach Priorisierung der Beschränkungenunterschiedlich aufgelöst wird

2Manuskript-Versionen diesesArtikels gehenzurück bis 1993.

215



Zusammenfassung

(vgl. [ die Frage] wen Anna sah und [ die Frage] Anna wen sah). Aus dieser
Priorisierung, ausgedrückt durch eine Dominanzrelation (Ranking) zwischen
den Beschränkungen,ergibt sich die typologische Unterscheidung von Einzel-
sprachen. Als grammatisch wird im OT-Modell diejenige Analyse aus einer
Menge von Kandidaten de�niert, die am harmonischsten ist, weil sie die
unbedeutendstenBeschränkungsverletzungenaufweist. DasLernen einer bes-
timmten Sprachereduziert sich damit auf die Bestimmung der sprachspezi�s-
chen Beschränkungshierarchie.

OT verbindet den formal-exakten Ansatz der Generativen Grammatik und
dessendetaillierte Repräsentationen mit einem datengesteuerten Lernansatz,
der es in seiner stochastischen Ausprägung (Boersma 1998) insbesondere
erlaubt, Frequenzeffekte abzuleiten. Damit eröffnet sich ein Lösungsweg
für ein zentrales Problem der syntaktischen Theoriebildung und besonders
des computerlinguistischen Ansatzes, der von den Ergebnissen der Theorie
zu pro�tieren versucht: bislang stieß in der Grammatikentwicklung die Er-
weiterung von phänomenspezi�schen Einzelanalysenauf eine breite Datenba-
sis typischerweise an eine Grenze, jenseits derer die urspünglichen General-
isierungen eingeschränktbzw. in feine Fallunterscheidungen aufgeteilt werden
mussten,um der erweiterten Datenlagegerecht zu werden. Der OT-Ansatzmit
verletzbaren Beschränkungen und einem empirisch basierten Lernverfahren
kann möglicherweise ein fein adjustiertes System von Beschränkungsinterak-
tion entstehen lassen,das einen vergleichbaren Abdeckungseffekthat wie ein
komplexes Fallunterscheidungssystem. Die linguistische Arbeit bewegt sich
dabei aber weiterhin auf der Ebeneder uneingeschränktenGeneralisierungen,
und die datenorientierte Feinanpassunggeschieht durch Lernverfahren unter
Berücksichtigung der Frequenzvon Phänomenenund lexikalischen Elementen
in den beobachtetenDaten.

Bevorein derartigesVorgehenzum Einsatzkommen kann, sind eine Vielzahl
von Fragen zum Repräsentationsformalismus und zu den Mechanismen des
Verarbeitungsmodells zu klären. Die vorliegende Arbeit versucht hier einen
Beitrag zu leisten, indem ein nicht-derivationelles formales Modell für die OT-
Syntax vorgeschlagenwird und wichtige empirische, formale und komputa-
tionelle Eigenschaften diskutiert werden. Die Arbeit gliedert sich in sieben
Kapitel. DieseZusammenfassungfolgt dieser Gliederung.

2 Grundlagen der OT

Zum bereits eingangs erwähnten Mechanismusder Beschränkungsinteraktion
muss ergänzt werden, wie die miteinander in Wettbewerb stehenden Kandi-
datenanalysenbestimmt werden. Hierfür wird eine zugrundeliegende bedeu-
tungsnahe Repräsentation angenommen, der Input. Eine Funktion Gen spe-
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zi�ziert zu einem gegebenenInput die Kandidatenmenge, wobei Kandidaten
generell in ihren Eigenschaften vom Input abweichen können. In Gen sind
gewisseunverletzbare Prinzipien kodiert, für die Syntax beispielsweiseX-bar-
Prinzipien. Für jeden Kandidaten werden dann die Beschränkungen über-
prüft, und die sich ergebenden Verletzungen werden in einem abschließen-
den Harmonie-Evaluierungsschritt (Eval) zur Bestimmung des optimalen Kan-
didaten herangezogen.

Ein derartiger Wettbewerb wird in der Tableau-Notation folgendermaßen
wiedergegeben(hier ein einfachesBeispielausder Phonologie,vgl. Kager1999,
sec.1.7):

(8.1)

Input: /pãn/ *V

�
�

�
�

�

*V

�
�

�
�

N
ID

-I
O

(n
as

al
)

a. [pãn] *!
b.+ [pan] * *

Links oben wird der zugrundeliegende Input notiert, hier eine Kette von zu-
grundeliegenden Lautsegmenten, wie sie im Lexikon angenommen würde.
(In der Syntax wird als Input eine erweiterte Prädikat-Argument-Struktur
angenommen.) In der linken Spalte werden die möglichen Kandidaten – im
Beispiel phonetische Realisierungen: [pãn] und [pan] – aufgelistet (hier sind
nur zwei gezeigt,obgleich die Mengeim Prinzip unendlich ist). In den weiteren
Spalten sind die Beschränkungennotiert, hier drei: * V �

�
�

�
� , * V �
�

�
� N und ID-

IO(nasal). Üblicherweise werden die Beschränkungenvon links nach rechts in
der Ordnung der sprachspezi�schen Hierarchie aufgelistet. Explizit heißt das:
* V �

�
�

�
�

� * V �
�

�
� N � ID-IO(nasal). Die hier verwendeten Beschränkungen

sind folgendermaßen de�niert:

(8.2) a. * V �

�
�

�
�

Vokale dürfen nicht nasal sein.

b. * V �
�

�
� N

Vor einem tautosyllabischen Nasaldürfen Vokale nicht oral sein.

c. IDENT-IO(nasal)
Die Spezi�kation des Merkmals [nasal] bei einem Input-Segment
mussin seinemOutput-Korrespondentenerhalten sein.

(8.2a) und (8.2b) werden als Markiertheitsbeschränkungen bezeichnet. Sie
nehmen nur auf die Struktur des Kandidaten Bezug. Der gegenseitigeKon�ikt
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ist hier offensichtlich. (8.2c) ist eine Treuebeschränkung,die dasVerhältnis der
Kandidatenstruktur zum zugrundeliegenden Input beurteilt.

Für jeden der beiden Kandidaten in (8.1) sind die Verletzungen dieser
Beschränkungendurch einen Stern in der entsprechendenSpalte notiert. Da
Kandidat (8.1a) einen nasalen Vokal enthält, verletzt er * V �

�
�

�
� ; Kandidat

(8.1b) verletzt dagegendurch die Sequenz[an] * V �
�

�
� N und weiterhin IDENT-

IO(nasal), da die Nasalität nicht getreu der zugrundeliegenden Form realisiert
ist. Unter der gegebenenBeschränkungshierarchieist Kandidat (8.1b) der har-
monischste. Diesergibt sich durch direkten Vergleich der Verletzungen (jeweils
paarweisefür zwei Kandidaten, auch wenn der Wettbewerb größer ist): Für die
am höchsten rankierte Beschränkung,in der sich beide Verletzungspro�le un-
terscheiden, hat (8.1b) weniger Verletzungen. Beim unterlegenen Kandidaten
wird durch ein Ausrufezeichen signalisiert, dass weitere Verletzungen keine
Rolle mehr spielen. Der Kandidat, der zuletzt übrig bleibt, wird als Gewin-
ner mit dem Symbol +̀ ' markiert. Wie im Beispiel zu sehenist, kann durchaus
ein Kandidat mit mehreren Verletzungen optimal sein, wenn er die Verletzung
einer hoch rankierten Beschränkungvermeiden kann.

Einesder wesentlichen Erklärungsmittel in der OT ist die faktorielle Typolo-
gie. Darunter wird der Raum der als möglich vorhergesagtenSprachen ver-
standen, die sich aus einer Umordnung der Beschränkungenergeben. Wird
zum Beispiel * V �

�
�

�
� tiefer rankiert, dann geht Kandidat (8.1a) als Gewinner

gegenüber(8.1b) hervor. Bei den drei Beschränkungengibt es insgesamtsechs
Ordnungsvarianten, die nur vier empirisch zu unterscheidendeSprachsysteme
vorhersagen. SolcheVorhersagenlassensich bei einem OT-Systemalso unmit-
telbar anhand von typologischen Daten zu den Sprachen der Welt empirisch
überprüfen. In Kapitel 2 werden anhand der formalen Eigenschaftender OT-
Typologie einige Kriterien diskutiert, die an sinnvolle Beschränkungsmengen
gestellt werden können.

3 Beobachtungen zur OT-Syntax

Will man das OT-Modell auf syntaktische Phänomene anwenden, so stellen
sich einige Fragen zur Mächtigkeit und anderen Eigenschaftendes Formalis-
mus. Dies gilt insbesonderedann, wenn man davon ausgeht, dasses Teil des
OT-Programmsist, möglichst alle Aspekteder Variation zwischen Sprachenals
einen Effekt der Beschränkungsinteraktion abzuleiten. In dieser Arbeit wird
dies als methodologischesPrinzip der OT angenommen.

Was die benötigte Mächtigkeit des Formalismus angeht, sind besonders
solche Phänomeneaussagekräftig, die auf die Verletzung von Treuebeschrän-
kungen hindeuten. Sie bestimmen, Kandidaten welcher Art von Generzeugt
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werden müssen.Die stärksten Abweichungen ergebensich durch Verletzungen
der folgenden beiden Treuebeschränkungstypen:

(8.3) a. DEP-IO: Output-SegmentemüssenInput-Korrespondentenhaben.
– `Keine Epenthese'

b. MAX-IO: Input-Segmente müssen Output-Korrespondenten
haben. – `Keine Löschung'

Das Standardbeispiel aus der Phonologie zur Motivation dieser Beschränkun-
gen ist die Silbenstruktur: in Sprachen,die eine einfacheSilbenstruktur fordern
(durch hochrankierte Markiertheitsbeschränkungen), veranlassenInputs, die
dieserStruktur nicht genügen,dassauf der Ober�äche epenthetischeSegmente
eingefügt werden, bzw. dasszugrundeliegendeSegmentegelöschtwerden. Die
Entsprechung im Bereich Syntax sind expletive Elemente wie das do-Auxiliar
im Englischen(8.4) und unrealisierte Argumente wie das Null-Subjekt im Ital-
ienischen(8.5). Der Vergleich mit anderen Sprachen(wie hier dem Deutschen)
zeigt jeweils, dasseine Erklärung aufgrund von Beschränkungsinteraktion er-
forderlich ist.

(8.4) Dasexpletive`do'im Englischen

a. Who did John see

b. Wen sahJohn

(8.5) UnrealisiertesPronomenim Italienischen

a. Er hat gesungen

b. _ ha
hat

cantato
gesungen

Sollen derartige Effekte in der Syntax ausschließlich und in einer allgemeinen
Art und Weise aus der Beschränkungsinteraktion hergeleitet werden, müssen
durch Genbeliebig stark vom Input abweichendeKandidaten erzeugt werden.

Des weiteren werden in Kapitel 3 Aspekte der Lernbarkeit diskutiert. Das
Lernproblem stellt sich in OT als die Aufgabe dar, aufgrund von Lerndaten die
korrekte Ordnung über die Beschränkungenabzuleiten. Sowohl der Constraint-
Demotion-Algorithmus (Tesar 1995; Tesar and Smolensky 1998), als auch
der auf einer stochastisch modi�zierten Beschränkungshierarchiebasierende
Gradual-Learning-Algorithmus (Boersma 1998) arbeiten mit fehlergesteuerten
Lernschritten. Dazu muss vom Lerner eine falsche Vorhersage seines bisher
angenommenenSystemsidenti�ziert werden, d.h. es wird erkannt, dasseine
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andere als die beobachteteStruktur als Gewinner erwartet würde. Dies setzt
voraus,dassder Lerner Rückschlüsseüber den zugrundeliegendenInput ziehen
kann. DieseMöglichkeit fehlt in einem OT-System,in dem die Interpretation der
Kandidaten vom zugrundeliegenden Input abweichen kann – eine Annahme,
die von Legendre, Smolensky, and Wilson (1998) zur Ableitung von sprach-
spezi�scher Unaussprechbarkeit (Ineffability) gemacht wird (vgl. die bidirek-
tionale Optimierung in Kapitel 5 als Alternative).

Abschließend werden der nicht-derivationelle Charakter sowohl des Op-
timierungssystems als auch der zu vergleichenden Kandidatenanalysen als
vorteilhafte Eigenschaftendesformalen Systemskonstatiert. Der Input ist somit
nicht als Eingabe in einem tatsächlichen Prozesszu sehen. Seine Funktion re-
duziert sich auf die De�nition der konkurrierenden Kandidaten.

4 Formalisierung der OT-Syntax im Rahmen von LFG

Als ein Kernbeitrag dieser Arbeit wird eine Formalisierung des OT-Modells
auf der Grundlage des LFG-Formalismus vorgestellt. Insbesondere werden
Entscheidungsspielräumebei der Umsetzung der intuitiven Konzepte im for-
malen Modell diskutiert. (Die Grundbegriffe des LFG-Formalismus werden in
Abschnitt 4.1 dargestellt; wesentlich ist das Systemder parallelen Repräsenta-
tionsebenen von C-Struktur und F-Struktur, die durch die Abbildungsfunktion

	

in Korrespondenzstehen.)

Der Input lässt sich als partiell spezi�zierte F-Struktur fassen(vgl. Bresnan
2000). Mögliche Kandidaten – Paare aus C-Struktur und F-Struktur – werden
durch eine LFG-artige formale Grammatik de�niert, in der die unverletzbaren
Prinzipien kodiert sind und die deshalb

�
�

	 


�
�

� genannt wird. DieseGrammatik
implementiert im wesentlichen eine erweiterte X-bar-Theorie (Bresnan 2001,
ch. 6). LexikalischeKategorien (wie V) und funktionale Kategorien (wie I und
C) werden auf dieselbe F-Struktur abgebildet. Die Besetzungsämtlicher Posi-
tionen ist optional.

Für einen gegebenen Input wählt die Funktion Gen eine Teilmenge aus
der durch

���
	 


�
�

� spezi�zierten Menge der möglichen Kandidaten aus. Die
ausschlaggebendeEigenschaftist hier Subsumption durch die Input-F-Struktur,
wobei die Kandidaten-F-Struktur auch keine über den Input hinausgehendese-
mantische Information enthalten darf. Damit ist gewährleistet, dassalle Analy-
sen innerhalb der KandidatenmengedieselbeInterpretation haben.

Die Beschränkungenwerden als Schematavon strukturellen Beschreibun-
gen der Kandidatenanalysen formalisiert. Ein Beispiel ist die Formalisierung
von Beschränkung(8.6) als Schema(8.7). Der in jedem Schemaenthaltene
Stern ( �) ist eine Metavariable, die zur Beschränkungsauswertungdurch jedes
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strukturelle Element (C-Strukturknoten und F-Strukturen) instantiiert wird.
Für die sich ergebendemerkmalslogischeFormel wird die Erfüllbarkeit durch
die Kandidatenstruktur überprüft, wobei im negativen Fall eine Verletzung der
entsprechendenBeschränkungregistriert wird.

(8.6) OP-SPEC: (Bresnan 2000)
Ein Operator muss auf Ebene der F-Struktur der Wert eines DF-
(Diskursfunktions-)Merkmals sein.

(8.7)

�

f-str

�

�
� � ��

�

� �

�

OP

�

�

� � �

�

�

�

�

� �

�

DF

�

�

�
�

“Wenn � eine F-Struktur ist, die ein Merkmal OP (mit irgendeinem Wert)
enthält, so gibt eseine (andere) F-Struktur

�

, so dass � in

�

unter dem
Merkmal DF eingebettet ist.”

Angewandt auf die Kandidatenstruktur (8.8) (Kandidat a. in dem Tableau
(8.9)) wird dieses Schema in einem Fall unerfüllbar: instantiiert man � mit
der F-Struktur unter dem Merkmal OBJ, ist die linke Seite der Implikation er-
füllt, nicht jedoch die rechte Seite, da die fragliche F-Struktur nicht unter DF

eingebettet ist.

(8.8) Kandidatenanalysea. aus(8.9)

IP

NP I

�

she I VP

	

will V

�

V NP

read what

�
�����

�
�

PRED `read( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'
OP Q

�

�

TNS FUT

�
�����

�
�

	

* OP-SPEC
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(8.9)

Input:

��
���������

PRED `read( �� 	)'
GF�




PRED P̀RO'

�
�

GF�

�

PRED P̀RO'
OP Q



�

TNS FUT

��
���������

O
P-

S
P

E
C

O
B
-H

D
A

R
G

-A
S
-C

F
D

O
M

-H
D

a. [ � 	 shewill [ 
	 read what]] *!
b. [ � 	 what [ � 	 shewill [ 
	 read]]] *! *
c. + [ � 	 what will [ �	 she[ 
	 read]]] * *

Die Kandidaten b. und c. in (8.9), 3 bei denen what im Spezi�kator von CP
eingeführt wird, erfüllen OP-SPEC, da der Spezi�kator von funktionalen Kate-
gorien nach den Annotationsprinzipien der LFG(Bresnan 2001, sec.6.2) unter
der Funktion DF eingebettet wird. Für C

�

in Kandidat b. gibt es keinen erweit-
erten Kopf (weder einen lokalen C-Kopf noch einen Kopf in c-kommandierender
Position), daher verletzt b. die Beschränkung OB-HD. Unter der Beschrän-
kungshierarchie für dasEnglischeist somit Kandidat c. der harmonischste.

Da Gen in der Weise de�niert ist, dass alle Kandidaten vom Input sub-
sumiert werden, können Treuebeschränkungengenausowie die Markiertheits-
beschränkungen als Beschreibungen der Kandidatenstruktur formuliert wer-
den – ein zusätzlicher Rückgriff auf den Input wäre redundant. Trotz der
Subsumptions-Einschränkungvon Gen kann die Inuition modelliert werden,
dassKandidaten in ihrer Ober�ächenform beliebig stark vom Input abweichen
können. Die Abweichung ergibt sich als Diskrepanz zwischen dem bedeu-
tungstragenden Teil der F-Struktur und der kategoriellen und lexikalischen Re-
alisierung (formal modelliert durch eine zusätzliche

�

-Projektion). (8.10) zeigt
eine Kandidatenstruktur, die die TreuebeschränkungDEP-IO verletzt.4

3Die übrigen Beschränkungensind wie folgt de�niert (vgl. (4.55), S. 89):

OB-HD: Jede projizierte Kategorie hat einen lexikalisch gefüllten [erweiterten, d.h., lokal X-
bar-kategoriellen oderc-kommandierenden] Kopf. (Bresnan 2000, (21))

�

Xbar-cat

�� � �

Xmax-cat

�� � �




� ��
�

ext-hd

� �
�

� ��

ARG-AS-CF: Argumente stehen in C-Struktur-Positionen, die in der F-Struktur auf Komple-
mentfunktionen abgebildet werden.� �

�
� � �

CF

� � � �




� ��
�

cat

� � � � � � � � � � �

lex-cat

� � � � � ��

DOM-HD: Wenn eine Kategorieeinen erweiterten Kopf hat, dominiert sieden erweiterten Kopf.� ��
� �

cat

�� � �

ext-hd

� �
�

� � �


 dom

��
�

� ��

4DasentsprechendeStrukturschema lautet� �
�

�
�

� �

atomic-f-str

�� � �

cat

� � � � �� � � � � � � � �




� � � � � � � � � �

222

Zusammenfassung

(8.10) Verletzung von DEP-IO (die lexikalisch eingeführte Information
[ PRED `do'] fehlt auf F-Struktur)

�

PRED `do'
TNS PAST

�

�

�

PRED `say'

�

�

IP

NP I

�

she I VP

did V

�

V NP

say that

���
�

�

PRED `say( ��� � )'
SUBJ

�

PRED P̀RO'

�

�

OBJ

�

PRED P̀RO'

�

�

TNS PAST
���

�
�

	

Ein formales OT-LFGSystemhat insgesamtdie in (8.11) auf S.224 schema-
tisch dargestellte Struktur. Die Anwendung der Beschränkungssequenz

�

ergibt für jeden Kandidaten eine Sequenzvon Verletzungszählern. Aufgrund
der Beschränkungsverletzungender Kandidaten und in Abhängigkeit von der
sprachspezi�schen Hierarchie

�
� bestimmt Evaluierungsfunktion Eval den

oder die optimalen Kandidaten.

Die von einem solchen System generierte Sprache ist als die Menge der
Analysen aus

���
	 


�
�

� de�niert, für die ein Input existiert, zu dem sie sich als
optimaler Kandidat ergeben. Die Existenzquanti�kation ist später vor allem für
Überlegungenzur Verarbeitung von Belang: um die Zugehörigkeit einesStrings
zur Sprachezu überprüfen, müssenalle möglichen zugrundeliegenden Input-
Repräsentationen in Betracht gezogenwerden.

5 Die Richtung der Optimierung

Ein eng verwandtes formales Systemergibt sich, wenn zur De�nition der Kan-
didatenmenge nicht eine zugrundeliegende bedeutungsnahe Repräsentation
angesetztwird, sondern der Ober�ächen-String aus der C-Struktur. Die nahe-
liegende Interpretation des sich hieraus ergebendenKonzepts der Optimalität
ist die Bevorzugungder Lesart eines ambigen Strings. Diese umgekehrte Op-
timierung wird als interpretive oder verstehensbasierte(comprehension-based)
Optimierung bezeichnet. Entsprechend heißt die klassischeOptimierung ex-
pressivoder produktionsbasiert.
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(8.11) Die GesamtstruktureinesproduktionsbasiertenOT-LFG-Systems

Input: partielle
F-Struktur

�

Subsumption

	

�F-Str.
C-Str. �

�

�L-Str.

	

�F-Str.
C-Str. �

�

�L-Str.

	

�F-Str.
C-Str. �

�

�L-Str.
. . .

Kand� Kand� Kand �

� � �

�

�
�

�

�

�

�
�

�

�

�

�

� � �

�

�

�

� �

�

�
�

�

�

�
�

�

�

�

�

� � �

�

�

�

� �

�

�

�

�

�

�

�

�

�

�
�

� � �

�

�

�

�

� �� �

Eval �



�

�
�

�

	

�F-Str.
C-Str. �

�

�L-Str.

opti

Betrachtet man dasPhänomendesEinfrierens von Wortstellungsvariationen
(Word order freezing, vgl. Kuhn 2001a, 4.2, Lee2001), sozeigt sich, dassmit der
verstehensbasiertenOptimierung sinnvolle linguistische Vorhersagengemacht
werden können, insbesondereauch dann, wenn dieselbenBeschränkungenwie
in der produktionsbasierten Optimierung eingesetztwerden. Allerdings erweist
sich die syntaktische Teilaufgabe innerhalb der gesamtkognitiven Desambigu-
ierungsaufgabe als schwer abgrenzbar. Der Diskurskontext, der extralinguis-
tische Kontext und enzyklopädischesWissen interagieren mit grammatischen
Eigenschaftender Kandidaten. Für Überlegungen zur Formalisierung hat dies
zur Folge, dassnoch weitgehend unklar ist, welchesein gangbarer Weg für die
explizite Modellierung eines nicht-trivialen Datenfragments ist. Der Schluss,
dass der OT-Ansatz mit seiner Rankierung von Beschränkungen(im Gegen-
satz zu einer Gewichtung) für die verstehensbasiertenOptimierung gänzlich
ungeeignet ist, scheint aber verfrüht. Ein OT-Modell mit einem für alle Kan-
didaten �xierten Kontext erlaubt möglicherweise eine geeigneteIsolierung der
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syntaktischenDesambiguierungsaufgabe.

Die Kombination der beiden “Richtungen” der Optimierung führt zu einem
sogenannten bidirektionalen Optimierungsmodell (vgl. z.B. Wilson 2001;
Smolensky 1998; Lee 2001; Blutner 2000). Für die Verknüpfung der bei-
den Optimierungen besteht ein Spielraum: das Grammatikalitäts-/Präferenz-
Modell hält an der rein produktionsbasierten De�nition von Grammatikalität
fest und nutzt die verstehensbasierte Optimierung nur zur Auswahl zwi-
schen in diesem Sinne grammatischen String-Analysen. Das stark bidirek-
tionale Optimierungsmodellde�niert Wohlgeformtheit als Optimalität in bei-
den Richtungen und ist somit restriktiver: eine Konkurrenzanalyse

�

des zu
untersuchenden Strings kann im letzteren Modell auch dann die produktions-
basiert optimale Lesart

�

blockieren (d.h. suboptimal und deshalb unakzept-
abel machen), wenn

�

selbst nicht produktionsbasiert optimal ist. Nach dem
Grammatikalitäts/Präferenz-Modell wäre

�

nicht grammatisch und deshalb
nicht Teilnehmer desverstehensbasiertenWettbewerbs.

�

würde alsoals gram-
matisch und präferiert vorhergesagt.

Das stark bidirektionale Modell ist formal elegant und erlaubt eine ein-
fache Ableitung von sprachspezi�scher Unaussprechbarkeit (vgl. Kapitel 3).
Allerdings schränkt dasstarke Optimalitätskonzept auch den Raum für genera-
lisierende Erklärungsansätzeein. In einem schwächerenbidirektionalen Modell
(vgl. z.B. Blutner 2000) kann eine Interaktion zwischen den Optimierungsrich-
tungen für eine Vereinfachung der benötigten Beschränkungsmengeeingesetzt
werden. Im Abschnitt 5.3.2 wird dies verdeutlicht, indem die Möglichkeit
zur Vereinfachung der pro-drop-Analyse nach Grimshaw and Samek-Lodovici
(1998) demonstriert wird. Ein schwach bidirektionales Modell, basierend auf
einem kandidatenübergreifend �xierten Kontext, erlaubt die Ableitung einer
Erschließbarkeitsbedingung(Recoverability) aus Beschränkungsinteraktion.

6 Komputationelle OT

Soll die LFG-basierte Formalisierung von OT-Syntax komputationell umgesetzt
werden, stellen sich einige Fragen. Für uneingeschränkteOT-Systemeist im all-
gemeinen unentscheidbar, ob ein String zur generierten Sprachegehört (John-
son 1998, vgl. auch Abschnitt 4.2.2 in der vorliegenden Arbeit). Zentral ist
zum einen die Frage nach dem Umgang mit in�niten Kandidatenmengenund
zum anderen die Umkehrung der Verarbeitungsrichtung für die Parsing- bzw.
Erkennungsaufgabe(Recognition). Die Umkehrung der Verarbeitungsrichtung
wird bereits beim klassischenunidirektionalen Modell erforderlich: Die vom
OT-Modell erzeugte Spracheist produktionsbasiert de�niert, d.h., für jedesals
zugrundeliegend angenommene Input muss eine Kandidatenmenge in Gene-
rierungsrichtung erzeugt werden, um die Optimalität der vorgefundenen Ober-
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�ächenform zu veri�zieren.

Da das OT-LFG-Modell auf dem komputationell gut untersuchten Formal-
ismus der LFG aufbaut, gibt es eine naheliegende Antwort auf die Fragen:
Durch die Art und Weise, wie Gen und die Beschränkungenformal de�niert
sind, lassensich dann die Ergebnissevon komputationellen Betrachtungenund
Verarbeitungsverfahrenin der Tat auf dasOT-LFG-Modell übertragen. Insbeson-
dere die Erkenntnis, dassdie Mengeder auseiner F-Struktur generierten Strings
eine kontextfreie Menge ist (Kaplan and Wedekind 2000), lässt sich für das
Generierungsprobleminnerhalb der OT ausnutzen. Das Problem der in�niten
Kandidatenmenge kann damit gelöst werden. Eine Erweiterung der Kaplan-
Wedekind-Konstruktion wird eingeführt, und die Entscheidbarkeit des Gener-
ierungsproblemsfür OT-LFG-Systemewird bewiesen.

Auch die Umkehrung der Verarbeitungsrichtung lassen sich Ergebnisse
aus der klassischen LFG ausnutzen. Durch die Umkehrung der Verarbei-
tungsrichtung für die Parsing- bzw. Erkennungsaufgabekann die Behandlung
von beliebigen DEP-IO- und MAX-IO-Verletzungen allerdings nur in einem
stark bidirektionalen Optimierungsmodell sichergestellt werden. Für ein
schwächeresKonzept von bidirektionaler Optimierung ist die Parsing-Aufgabe
semi-entscheidbar. Problematisch sind stark elliptische Äußerungen in einer
treuebasiertenOT-Analysevon Ellipse.

(8.12) Weich glaubt Hans (Klein 1993, 763)

Hier sind jedoch auch die Grammatikalitätsurteile von Muttersprachlern
vom Umfang des offengelegten Diskurskontexts abhängig, wie ein Vergleich
von (8.12) in Isolation und im Kontext (Wie magOtto seineEier zum Früstück?)
zeigt. Daher mag die Semi-Entscheidbarkeit der Parsing-Aufgabe im OT-
Modell der realen Komplexität der Aufgabe nahekommen. Für ein kontextuell
eingeschränktesOT-Systemwird die Entscheidbarkeit der Parsing-Aufgabebe-
wiesen.

7 Schlussbemerkung

Zur angestrebten Verwendung des OT-Ansatzes als Basis für eine stärker
datenorientierte linguistische Theorie und deren computerlinguistische Umset-
zung trägt diese Arbeit eine Formalisierung von OT-Syntax im streng nicht-
deklarativen Rahmen der LFG bei. Für den LFG-Formalismus stehen sehr gut
entwickelte Parsing- und Generierungssystembereit (vor allem das XeroxLin-
guistic Environment, XLE), so dasstheoretische Analyseideenschnell und origi-
nalgetreu umgesetztund auf eine breite Datenbasisangewandt werden können.
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Interessant ist in diesemZusammenhangein Vergleich mit probabilistischen
Verfahren, die z.T. ebenfalls auf den Repräsentationen der LFGaufsetzen(vgl.
Johnson, Geman, Canon, Chi, and Riezler 1999; Riezler, Prescher, Kuhn, and
Johnson2000). Wie Johnson(1998) bemerkt, sind die dabei eingesetztenlog-
linearen Modelle formal nah mit der Beschränkungsideedes OT-Ansatzesver-
wandt. Allerdings beschränktsich der Einsatz in der statistischenSprachverar-
beitung bislang auf dasAnalogon der verstehensbasiertenOptimierung zur Des-
ambiguierung. Eine Analysegrammatik des Englischen oder Deutschen wird
vorausgesetzt (bzw. eine detaillierte syntaktische Annotation der Trainings-
daten). In einem vollständigen OT-System sollte auch die Analysegrammatik
– modelliert durch produktionsbasierte Optimierung – aus Daten gelernt wer-
den.

Wie diese Arbeit aufzeigt, sind allerdings zu einer Reihe von Details – ins-
besondere zur bidirektionalen Optimierung – weitergehende empirische und
formale Untersuchungen erforderlich, damit ein linguistisch angemessenes
Wettbewerbsmodell auf breiter empirischer Basistrainiert und eingesetztwer-
den kann.
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