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CHAPTER 1 
 
 

INTRODUCTION 
 

 
 
 
1.1  Introduction 

This dissertation presents a formal theory of markedness, set within Optimality 
Theory.  Two leading ideas behind the theoretical proposals are stated in (1). 
 
(1) Leading Ideas 
 (a) Markedness relations between categories may be ignored, but never reversed. 
 (b) The more marked an element is, the greater the pressure to preserve it. 
 

The general issues that this dissertation addresses are outlined in §1.1.1.  The 
leading ideas in (1) are discussed in §1.1.2. 
 Section 1.2 presents a synopsis of the theory, and §1.3 identifies its empirical 
implications.  Section 1.4 contains an outline of this dissertation. 
 
 
1.1.1  Markedness: Issues 

A number of phonological phenomena treat certain classes of segments differently 
from others.  For example, non-assimilated epenthetic consonants are always coronal [t s n 
l r] or glottal [� h]; they are never labial [p m f] or dorsal [k � x] (ch.5§5.3, Lombardi 
1998).  

Similarly, Place of Articulation is always neutralized to coronal or glottal 
(ch.6§6.6).  For example, all plain stops in Kashaya are converted into [�] in codas 
(Buckley 1994:99).  In contrast, there is no language in which all stops are converted into 
the dorsal [k] or labial [p] in codas (ch.6§6.6). 

In contrast, dorsals can trigger assimilation without coronals doing so.  For 
example, stops and nasals in Korean must assimilate to a following [k] while they retain 
their underlying place of articulation before [t].  Moreover, there is no language where the 
opposite occurs: where coronals trigger assimilation but dorsals do not (ch.7§5). 
 As a final example, stress exhibits a rigid hierarchical preference for certain 
segment classes: stress will seek out high sonority segments, ignoring lower sonority ones.  
A relevant case is found in Gujarati, briefly outlined in (2).  For further data, see ch.3§3.2. 
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(2) Gujarati stress in brief (Cardona 1965, my own fieldwork) 
 (a) Stress a low vowel [a] 
  [tád�et��]  ‘recently’ [mán�to]  ‘respected (masc.)’ 
  [sinemá]  ‘movie theatre’ [betális]  ‘42’ 
 (b) Otherwise stress a non-final non-low peripheral vowel [� � e o i u] 
  [kój�ldi]  ‘little cuckoo’ [t�hok�ío]  ‘girls’ 
  [wísm���n]  ‘forgetfulness’ [kh�míso]  ‘shirts’ 
 (c) Otherwise stress a penult central vowel [�] 
  [p�	t��
]  ‘kite’ [p���	b�i] ‘water-dispensing shed’ 
  [��m�	�u�]  ‘toy’ [k�	�u] ‘does, do’ 
 

Gujarati stress treats vowels in a hierarchical manner: stress relies on a vowel 
scale in which [a] is predominant, followed by mid and high peripheral vowels, and finally 
by [�].   
 Gujarati stress also raises the issue of universality.  Many other processes also 
refer to the same vowel scale used in Gujarati (i.e. the vocalic part of the sonority hierarchy 
– ch.3§3.2, Sievers 1881, Jespersen 1904).  While some languages make fewer distinctions 
among the vowels for stress assignment and others make more, all follow the same 
hierarchy (ch.3§3.5).  More importantly, the opposite ‘anti-Gujarati’ situation never 
occurs: there is no language in which stress ignores [a] and seeks out a non-low vowel 
instead. 

Another issue relates to the versatility and consistency of the scale in different 
processes.  The vowel scale described above is not only used for placing primary stress.  
Pichis Asheninca refers to it in locating secondary stress (J.Payne 1990), and 
syllabification in many languages refers to the same scale (e.g. Hooper 1976, Harris 1983, 
Selkirk 1984, Dell & Elmedlaoui 1985, 1988, Prince & Smolensky 1993:ch.1, Blevins 
1995).  It is also relevant to processes such as neutralization (ch.6, Crosswhite 1998, 1999, 
2000) and coalescence (ch.8). 
 Even the few examples given above indicate that there is a cross-process and cross-
linguistic consistency in terms of the classes of elements that are set in opposition to each 
other.  For Place of Articulation distinctions, dorsals and labials are treated distinctly from 
coronals and glottal; for vowels, sonority determines hierarchical relations.  The 
recognition of the cross-linguistic consistency of hierarchies has led to theories of 
‘markedness’ – attempts to provide a unified explanation of the phenomena discussed 
above (classically: Jakobson 1941 et seq., Trubetzkoy 1931, 1939, Greenberg 1966; 
general discussion: Moravcsik & Wirth 1983, Eckman et al. 1983; for work in generative 
frameworks: Chomsky & Halle 1968:ch.9, Stampe 1972, Cairns & Feinstein 1982, Prince 
& Smolensky 1993, Causley 1999b).   
 The aim of this dissertation is to provide a formal theory of markedness relations.  
In other words, the aim is to provide a formal account of why certain phenomena treat 
certain segment classes as distinct from others and why there is both cross-phenomena and 
cross-linguistic consistency in this treatment. 
 There are a number of challenges to any such theory.  Processes can collapse 
certain markedness distinctions (§1.1.1.1), and even ignore markedness entirely (§1.1.1.2).  
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In addition, the most marked elements can be retained while less marked ones are 
eliminated (§1.1.1.3).   
 
 
1.1.1.1 Conflating markedness distinctions 

A complicating factor for markedness is that – on the surface – markedness 
distinctions are only partially uniform cross-linguistically.  Markedness categories that are 
distinct in some languages may be fused – or ‘conflated’ – in others. 

An example of conflation is found in the Gujarati case presented in the preceding 
section.  This system had ‘sonority-driven’ stress – where stress placement is sensitive to 
vowel quality.  Notably, Gujarati treats mid and high peripheral vowels in the same way 
for stress purposes.  Stress does not avoid high vowels for mid peripheral vowels – 
[t�hok�ío] ‘girls’, *[t�hók�io], nor does stress avoid mid vowels for high vowels: e.g. 
[t�um:óte�] ‘74’, *[t�úm
ote�].  In other words, the distinction between stressed high and 
mid peripheral vowels is ignored in this system.  This will be called ‘category conflation’ 
(or just ‘conflation’ for short).  The theoretical significance of conflation has been 
previously recognized in Kenstowicz (1996), Prince (1997a,b,c, 1998, 1999), and in my 
own work (de Lacy 1997a, 1999a, 2000a, 2002b).1 

Languages differ as to which categories they conflate.  For example, chapter 3§3.3 
discusses stress in the Uralic language Nganasan; this language conflates schwa with high 
vowels in stress placement, and mid peripheral vowels with low vowels (Helimski 1998).  
The result is a vowel scale | i,�,i,u 〉  e,o,a | for Nganasan stress, compared with Gujarati’s 
| � 〉  i,u,e,o,�,� 〉  a |.  Chapter 3 shows that conflation can apply to any contiguous part of 
the sonority scale, and conflate any number of categories.  Conflation also applies to other 
scales, with a variety of effects.  Examples of conflation of the Place of Articulation scale 
are given in ch.5§5.3. 
 In short, an adequate theory must not only be able to make category distinctions 
(e.g. high vs mid peripheral vowels in Nganasan), but collapse them as well (as in 
Gujarati).  While allowing conflation, though, it is crucial to prevent reversals of the 
hierarchy: in no language does stress avoid mid peripheral vowels for high peripheral ones.  
More concretely, an adequate theory must explain why (i) mid vowels are more desirable 
for stress than high peripheral vowels in Nganasan, (ii) stressed mid and high vowels are 
equally desirable in Gujarati, and (iii) high vowels are never more desirable than mid 
vowels in the stress system of any language.   

In summary, the present theory aims to explain why hierarchical markedness 
relations can be ignored, but never reversed.  In slightly different terms, the observation 
arrived at here is that no statement of the form “x is universally more marked than y” is 
true.  Rather, the form of such markedness statements should be “y is never more marked 
than x”, so allowing for situations where y and x are treated as being equally marked. 
 
 

                                                        
1  Category conflation is different from ‘tier conflation’ (Halle & Vergnaud 1987), which is the elimination 
of a line of marks in a metrical grid. 
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1.1.1.2 Processes that ignore markedness entirely 
A significant difficulty in providing a comprehensive account of markedness is that 

many processes do not treat categories in an asymmetrical way – they are seemingly not 
constrained by markedness considerations at all.   
 For example, there are almost no asymmetries in vowel epenthesis (cf consonant 
epenthesis – ch.5§5.3.3.3).  Epenthetic vowels may be any of the set [i � i � e � a] 
(ch.4§4); there is no asymmetry based on height or peripherality.  The only asymmetry 
relates to roundness: round vowels cannot be epenthetic (putting aside incidental processes 
like roundness harmony). 
 Similarly, there are almost no typological asymmetries in segmental inventories 
(ch.6).  The term ‘inventory’ is used here to refer to the surface segments found in a 
language; it may be further modified by a prosodic position such as ‘coda inventory’, being 
those segments that can appear in syllable codas in a language. 

For example, Hawaiian and Yellowknife Chipewyan have the highly marked stops 
[k p �], but no less marked coronal [t] (Pukui & Elbert 1979, Haas 1968 resp.).  In contrast, 
Tahitian lacks a [k], having the stop inventory [p t �] in onsets (Coppenrath & Prevost 
1974), Ayutla Mixtec lacks a [p], having only [k t �] in native words (Pankratz & Pike 
1967), and Maori lacks [�] (having [k p t] – Bauer 1993).  
 Similarly, there are no implicational universals relating to the undergoers of 
assimilation (ch.7§7.2.2).  For example, only coronals undergo assimilation in Catalan; 
labials and dorsals do not (Mascaró 1976).  In contrast, only labials and dorsals undergo 
assimilation in Sri Lankan Portuguese Creole; coronals do not (Smith 1978, Hume & 
Tserdanelis 1999). 
 There are no asymmetries relating the output of segment coalescence (ch.8).  If two 
segments are fused into one, the resulting segment may retain either the marked or the 
unmarked value of the input segments.  For example, coalescence of /bh/ and /t/ i� ����

yields [dh] – an output that preserves the unmarked coronal PoA of the /t/.  In contrast, 
coalescence of /p/ and /t/ in Gnanadesikan’s (1995) child language data results in the more 
marked PoA – labial. 
 As a side note, all of the processes just cited have been argued to exhibit 
markedness asymmetries in previous work.  The chapters cited provide evidence that this 
is not so. 
 In short, an adequate theory must also account for why the processes cited above 
are insensitive to markedness distinctions. 
 
 
1.1.1.3 Processes that preserve marked elements 

A major issue for a theory of markedness is that less marked elements can be 
eliminated while more marked elements are retained.  Such a situation is contrary to 
expectations: the traditional notion behind markedness is that grammars seek to eliminate 
highly marked structures (‘markedness reduction’).  Processes that retain marked structures 
do exactly the opposite. 
 The Major Place of Articulation scale is provided in (3) for convenience; ‘dorsal’ is 
the most marked element and ‘glottal’ is least marked (ch.5§5.3, Lombardi 1998).   
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(3) Major Place of Articulation Scale 

| dorsal 〉  labial 〉  coronal 〉  glottal |  
 
The Nepalese language Yamphu provides a relevant example of preservation of 

marked Place of Articulation. In this language, coda coronal stops (i.e. /t/ and /t
/) 
debuccalize to [�] while the more marked /k/ and /p/ remain unchanged.  As a note on the 
data in (4), voiceless stops voice intervocalically in Yamphu (thus /hæ
t-u-�/ surfaces as 
[hæ
du�]).  The first two forms in (4a) have an underlying /t/, the second two have an 
underlying geminate /t
/.  The data is from Rutgers (1998); further data is provided in 
chapter 6§6.3. 
 
(4) Yamphu /t(
)/-debuccalization (ch.6, Rutgers 1998) 
 (a) /t/ → [�], /t
/ → [�] 
 [nam
i�] ‘daughter-in-law’ cf [nam
id-æ�] {instrumental/ergative} 
 [hæ
�-ma] ‘to bite’ cf [hæ
d-u-�] ‘I nibbled at’ 
 [tri�-ma] ‘contrary’ cf [kap-trid-u] ‘he has (unexpectedly)’ 
 [khi�-ma] ‘to bring’ cf [ja�-
hit
-u-�] ‘I brought it for him’ 
 [si�-ma] ‘to hit’ cf [sit
-a] ‘hit+past’, [sit
-i�] ‘hit+exp.’ 
 (b) /p/→[p] 
 [khap] ‘language’ 
 [kep-ma] ‘stick + infinitive’ 
 (c) /k/→[k] 
 [æ�lik] ‘bendy’ 
 [kha
k-pa] ‘scrape one’s throat + perform act’ 
 [aktok] ‘like that’ 
 

The issue raised by Yamphu is why the more marked dorsals and labials should be 
exempt from debuccalization while the less marked coronals are not. 

Similar situations are found in assimilation and coalescence.  Chapter 7§7.2 
describes several cases where dorsals and labials are prevented from assimilating while 
coronals are not.  A famous case is Catalan, in which the coronal /n/ assimilates while the 
labial /m/ and dorsal /�/ do not (Mascaró 1979).   
 Chapter 8 presents several cases of segment coalescence where the most marked 
feature value is retained.  For example, when Attic Greek vowels coalesce, the resulting 
output vowel keeps the marked [+round] feature: /mistho+�
te/ → [misth�
te] ‘you may hire 
out’, *[misth�
te] (ch.8§8.2, de Haas 1988). 
 On the other hand, the processes just cited also allow the most marked element to 
be eliminated while the least marked element is retained.  For example, the highly marked 
/k/ is eliminated in Standard Malay codas, while the less marked /p/ and /t/ are retained 
(ch6§6.1).  There is also an exact opposite to Catalan for assimilation: in Sri Lankan 
Portuguese Creole, labials [m] and dorsals [�] assimilate while coronals [n] do not 
(ch�������	
� ������
� ��� �������� ����� ��� ������ �� ������������ �� ����� �����������
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of a labial and a coronal produces a coronal (e.g. /labh-tum/ → [lad
hum] ‘take 
{infinitive}’) (ch.8§8.4). 
 The claim that there are no asymmetries in assimilation and coalescence is 
controversial (cf Mohanan 1993, Jun 1995, de Haas 1988), so extensive evidence for the 
empirical claims made above is provided in chapters 6-8. 
 In summary, unmarked elements may be eliminated, while marked elements are 
retained (as in Yamphu, Catalan, Attic Greek).  However, the opposite situation may also 
occur: marked elements may be eliminated while unmarked ones remain (as in Malay, Sri 
������ ���������� ������� ����
�  
 
 
1.1.2  Leading Ideas 

This dissertation explores two leading ideas, repeated from (1) for convenience. 
 
(5) (a) Markedness relations between categories may be ignored, but never reversed. 
 (b) The more marked an element is, the greater the pressure to preserve it. 
 

Of course, (1)/(5) contain informal statements; a formal implementation is outlined 
in §1.3, set in Optimality Theory.  The import of the leading ideas will be discussed 
informally here, not only for the sake of cross-theoretic applicability, but because it may 
help clarify the aims and reasons for the theoretical implementation in the next section. 
 The leading ideas in (5) can be used to account for all of the markedness-related 
phenomena identified in §1.2.1.  (5a) and (b) will be discussed in turn.   
 
•   Leading Idea I: “x is never less marked than y” 

Statement (5a) expresses the notion that categories may be conflated.  In previous 
conceptions of markedness, markedness hierarchies are rigidly hierarchical (e.g. Jakobson 
1941, Prince & Smolensky 1993).  In the present theory, markedness relations may be 
collapsed.  So, if x is more marked than y in some grammar, x is never less marked than y 
in any grammar.  This collapse allows for grammars in which x and y are conflated in 
terms of markedness for some process. 
 This idea aims to account for cases where markedness distinctions can be ignored, 
as in Gujarati stress placement (§1.1). 
 
•    Leading Idea II: the more marked, the more preserved 

Statement (5b) can be used to account for those processes that exhibit no 
markedness asymmetries at all, and for those which prevent highly marked elements from 
undergoing some process. 
 Phenomena that exhibit no markedness asymmetries follow from both the nature of 
markedness constraints and from the action of marked-element preservation.  As a simple 
example, §1.1.1.2 observed that there are no asymmetries relating to the output form of 
segmental inventories.  In other words, any segment may be missing from an inventory. 
 Inventories that lack a highly marked element exhibit a standard case of 
markedness reduction: the more marked elements are eliminated while the less marked 
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ones are retained.  In contrast, inventories which lack less marked elements but retain 
highly marked ones (e.g. [k p �]) come about through the action of marked-preservation: 
highly marked elements are preserved while less marked ones are eliminated.   
 The net surface result of markedness reduction and marked-preservation is that 
certain phenomena seem to be insensitive to markedness concerns altogether.   
 The same account can be used to explain why there are no markedness asymmetries 
for the output of coalescence, and the undergoers of assimilation.   

Cases where the least marked element emerges in coalescence (e.g. /p+d/ → [t]) are 
due to markedness reduction, while cases where the most marked emerges (eg. /p+d/ → 
[b]) are due to retention of the marked element.   

For assimilation, cases like Catalan where only coronals undergo assimilation 
follow from marked-preservation: dorsals and labials are exempt from an otherwise 
general assimilation process.  In contrast, assimilation systems like Sri Lankan Portuguese 
Creole’s – where only marked elements undergo assimilation – are due to markedness 
reduction.  Assimilation is a means of reducing overall markedness, so dorsals and labials 
assimilate.  Coronals do not assimilate because they are already adequately unmarked. 
 In short, markedness reduction produces systems in which highly marked elements 
are eliminated, while marked-preservation produces systems in which only the least 
marked elements are eliminated.  The net result is that certain phenomena are apparently 
insensitive to markedness relations. 
 This proposal also explains why certain phenomena always exhibit markedness 
asymmetries.  For example, dorsals and labials can never be produced by consonant 
epenthesis (putting aside incidental processes like assimilation).  This follows from (i) 
markedness reduction: the least marked element will always be inserted (i.e. coronals and 
glottals), and (ii) marked-preservation: since there is no input element, there is nothing to 
preserve, so preservation is irrelevant for epenthesis.  In short, consonant epenthesis is a 
‘pure’ expression of markedness reduction; marked-preservation is irrelevant. 
 
 
1.1.3  Summary 

To summarize, the aim of this dissertation is to present a formal theory of 
markedness, set within Optimality Theory.  Importantly, this dissertation does not aim to 
deal with issues such as the phonetic basis for sonority and Place of Articulation scale.  
The scales presented in the following chapters (and above) are constructed from 
phonological evidence only (see ch.3, ch.5).   

Apart from the Sonority Hierarchy, many other scales have been proposed, 
including scales for place of articulation (ch.5, Jakobson 1941), vowel height (Clements 
1991), consonantal stricture (Steriade 1993), inherent voicing (Gnanadesikan 1997), and 
tone (Ping 1996, 1999, de Lacy 1999a, 2002b).   

Scales are by no means a peculiarly phonological phenomenon.  McCarthy & 
Prince’s (1994, 1995) morphological hierarchy of | Root 〉 Affix | has been shown to have 
significant consequences for phonological processes.  Scales relevant to syntax include the 
thematic hierarchy (Grimshaw 1990 and others), and scales of person and animacy 
(Silverstein 1976, Dixon 1979, Aissen 1999). 
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The influence of scales is pervasive.  Apart from syllabification and stress 
assignment, the sonority scale influences foot structure and segmental cooccurence (see 
chapters 3, 4).  The tonal scale can affect prosodification (de Lacy 1999a, 2002b), while 
the Place of Articulation and other subsegmental scales cause many subsegmental changes 
(see ch.6-8).   

The influence of scales is also significant in syntax.  The thematic hierarchy 
determines the initial/base position of arguments, while animacy has a significant role in 
syntax (Silverstein 1976, Dixon 1979, Aissen 1999, Woolford 1999).  Syntactic and 
morphological scales will not be examined in this dissertation, though the general 
principles of scale composition proposed here could be extended to them.  For relevant 
comments, see ch.9. 
 
• Where do scales come from? 

Before moving on to discuss the theory proposed herein, a comment must be made 
about the substantive basis of scales.  The issues and proposals in this dissertation naturally 
raise the question “Where do scales come from?”  In other words, is there a substantive 
basis for scales like the sonority hierarchy and Place of Articulation scale?  If so, how does 
a scale come about?   

While these questions are significant, they are not addressed in this dissertation.  In 
fact, this dissertation begins where this question ends: the proposals herein are about how 
scales relate to the formal apparatus of OT, not about the origins of scales.  The theory 
presented below does not assume anything – and does not need to assume anything – about 
scales except that constraints refer to them.  The proposals about the relation of scales to 
the formal apparatus will hold regardless of where scales come from. 
 
 
1.2  Theory  

This section outlines a formal theory of markedness scale-reference, set within 
Optimality Theory (Prince & Smolensky 1993).  For details, see chapter 2.2  Optimality 
Theory is admirably suited to formally express the leading ideas in (1).  In particular, 
violability of constraints will play a central role in the following theory – in many cases, 
the winning form will necessarily violate some markedness- or faithfulness-related 
constraint. 

Underlying the following proposals is the claim that for every scale there is a set of 
markedness constraints and a set of faithfulness constraints.  Both scale-referring 
markedness and faithfulness constraints have three properties in common, given in (6). 
 

                                                        
2  From here on it is assumed that the reader is familiar with Prince & Smolensky (1993), as well as the 
proposals of McCarthy & Prince (1993a,b, 1995).   
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(6) Core Properties of Scale-Referring Constraints 
 For every set of constraints C that refers to a scale S  
 (a) Every constraint in C refers to a contiguous range of S, and  
 (b) Every constraint in C refers to the most marked element of S, and  
 (c) The constraints in C can be ranked freely; there are no fixed rankings. 
 

The meaning of the term ‘refers’ differs depending on whether the constraint is a 
markedness or faithfulness one.  Scale-referring markedness constraints are discussed in 
§1.2.1, and faithfulness constraints in §1.2.2. 
 A final property adopted here is ‘completeness’: for every distinct set of constraints 
C that refers to a scale S, there are as many constraints in C as there are elements in S 
(after Green 1993).  Therefore, the markedness constraints that refer to the scale | α 〉  β 〉  γ | 
are three in number, as are the number of faithfulness constraints.3 
 
 
1.2.1  Markedness 

The issue that underlies this section is how to account for category conflation.  The 
proposal that constraints refer to a range of a scale (6a) and that there are no fixed rankings 
(6c) are significant in this regard. 

The idea that scale-referring markedness constraints refer to a range of a scale has 
been discussed most extensively by Prince (1997 et seq.) (also de Lacy 1997a, 2000a; see 
ch.2§2.2.3 for further discussion of precursors).  In Prince’s terminology, constraints like 
those in (7) are in a ‘stringency’ relation to each other; accordingly this term will be 
adopted here. 

For purposes of illustration, the Place of Articulation (PoA) scale given in (3) will 
be used here (i.e. | dorsal 〉  labial 〉  coronal 〉  glottal |).  The set of constraints that conforms 
to the properties listed in (6) is given in (7). 
  
(7) PoA markedness constraints 
 *{dorsal} For every dorsal segment, assign a 

violation. 
 *{dorsal,labial} For every segment that is either dorsal or 

labial, assign a violation. 
 *{dorsal,labial,coronal} For every segment that is dorsal, labial, or 

coronal, assign a violation. 
 *{dorsal,labial,coronal,glottal} For every segment that is dorsal, labial, 

coronal, or glottal, assign a violation. 
 

As an example, the constraint *{dors, lab} assigns a violation for every segment 
that has either dorsal or labial Place of Articulation: [kapa] therefore incurs two violations 
of *{dors, lab}. 
                                                        
3  It is impossible to know whether Completeness is valid at this point.  It can only be tested in the context of 
a full theory of scales (as opposed to the present theory, which is about scale-referring constraints not the 
form of scales). 
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 The constraints in (7) conform to the properties in (6).  They all assign violations to 
a contiguous range of the scale; for example, no constraint assigns a violation to coronals 
and dorsals without also assigning it to labials (6a).  All the constraints militate against the 
marked endpoint of the scale – i.e. dorsals (6b).  After (6c), the constraints’ ranking is 
freely permutable.  Finally, the constraint set is complete – there are as many constraints as 
there are scale distinctions. 
 There is a close relation between the free ranking of the constraints and the 
properties in (6a) and (6b).  In order for the constraints to be freely rankable yet still 
express the PoA scale’s hierarchical relations, it is necessary for the constraints to refer to 
contiguous parts of the scale.  The quasi-tableau (8) illustrates this point. 
 
(8) Stringent markedness 
  *{dors} *{dors,lab} *{dors,lab,cor} *{dors,lab,cor,glottal} 
 �    * 
 t   * * 
 p  * * * 
 k * * * * 
 

Tableau (8) shows that [�] is the most harmonic consonant in terms of the PoA-
referring markedness constraints.  The constraints’ ranking makes no difference to this 
result: if *{dors,lab,cor,glottal} outranked all the other constraints, [�] would still be more 
harmonic than [t], [p], and [k].  Constraint ranking is irrelevant in effecting a hierarchy 
because glottals incur a proper subset of the violations of all other PoAs.  So, after mark 
cancellation glottals will have no violations of any PoA-markedness constraint while all 
other PoAs will violate at least one constraint.  The same point is true for [t] vs [p] and [k]: 
no ranking of the constraints will favour [p] or [k] over [t].  A similar situation emerges for 
[p] and [k]: no ranking will favour dorsals over labials.  In this way, the constraints express 
the hierarchical relations of the PoA scale. 
 It is important to point out that although ranking between the scale-referring 
markedness constraints is irrelevant in establishing a hierarchy, the constraints are ranked 
with respect to each other in individual grammars (just as all OT grammars are total 
orderings of constraints).  Moreover, rankings between scale-referring constraints are 
crucial in accounting for differences in category conflation, as illustrated in §1.3.1.1 and 
chapter 3.   
 If the markedness constraints did not refer to a contiguous range of the scale they 
could not be freely rankable.  For example, if a constraint *{coronal} existed in CON, it 
could not be ranked just anywhere: if *{coronal} outranked all other PoA markedness 
constraints, it would reverse the hierarchy | dorsal, labial 〉  coronal |, favouring dorsals and 
labials over coronals.   
 The approach to scale-referring markedness constraints just outlined differs from 
theories that employ a fixed ranking of scale-referring constraints (Prince & Smolensky 
1993).  Section 1.3 contains a synopsis of the empirical differences between the two 
approaches. 
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 There is a good deal more to say about the form of markedness constraints.  Section 
1.2.3 discusses cases where scales combine with structural elements to form constraints. 
 
 
1.2.2  Faithfulness 

Scale-based faithfulness constraints also refer to ranges of scales.  Like scale-
referring markedness constraints, scale-referring faithfulness constraints can be ranked 
freely with respect to each other. 

For purposes of illustration, the set of Input→Output PoA-referring faithfulness 
constraints is provided in (9).   For similar proposals for Place of Articulation, see 
Kiparsky (1994) and Jun (1995). 
 
(9) Place of Articulation Faithfulness constraints 
 IDENT{dors} If input x is dorsal, then x has the same place of articulation 

as its output correspondent x'. 
 IDENT{dors,lab} If input x is dorsal or labial, then x has the same place of 

articulation as its correspondent x'. 
 IDENT{dors,lab,cor} If input x is dorsal, labial, or coronal, then x has the same 

place of articulation as its output correspondent x'. 
 IDENT{dors,lab,cor,gl} If input x is dorsal, labial, coronal, or glottal, then x has the 

same place of articulation as its output correspondent x'. 
 

As an example, IDENT{dors,lab} requires input dorsals and labials to remain dorsals 
and labials respectively in the output.  From input /paka/, the outputs [pata] and [taka] both 
incur one violation of IDENT{dors,lab}, while [tata] incurs two.  Like the markedness 
constraints, the faithfulness constraints all preserve a contiguous range of the scale, and all 
preserve the most marked category – dorsal.   

Note that the constraints are ‘asymmetric’ in the sense of Pater (1996, 1999): while 
IO-IDENT{dors} bans the mapping /k/→[p], it does not ban /p/→[k] (cf McCarthy & Prince 
1995).  This point is discussed further in ch.7§7.7.4.   

The constraints in (9) conform to the properties in (6).  They all assign violations to 
a contiguous range of the scale; for example, no constraint assigns a violation to unfaithful 
mappings from coronals and dorsals without also assigning it to labials (6a).  All the 
constraints militate against the marked endpoint of the scale – i.e. unfaithful mappings 
from dorsals (6b).  Finally, the constraints’ ranking is freely permutable (6c). 

The form of the faithfulness constraints effects a hierarchical relation between 
different PoAs in terms of preservation.  Since every faithfulness constraint mentions 
dorsals, dorsals will be subject to the most preservation.  Quasi-tableau (10) underscores 
this point.   
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(10) Stringent faithfulness 
  IDENT{dors} IDENT {dors,lab} IDENT {dors,lab,cor} 
 /k/→[p] or [t] or [�] * * * 
 /p/→[k] or [t] or [�]  * * 
 /t/→[k] or [p] or [�]   * 
 /�/→[k] or [p] or [t]    
 

As shown by the quasi-tableau, glottals are ‘least preserved’ in the sense that all 
other PoAs may be preserved while glottals are not.  Similarly, coronals are ‘less 
preserved’ than dorsals and labials, and so on up through the scale.  The empirical 
consequence of this property is that marked elements may be exempt from processes that 
less marked PoAs may undergo, such as assimilation and neutralization.  The empirical 
consequences of this point are discussed in §1.3. 
 
 
1.2.3  Structure 

The final major component of the theory deals with the relation between scales and 
prosodic positions.  For example, the Gujarati case discussed in §1.1 refers to the relation 
between sonority and the main stressed syllable.  In contrast, certain other scales seem to 
bear quite a different relation to prosodic structure; for example, Place of Articulation 
never influences stress placement.  I propose that these differences reduce to the fact that 
certain scales combine with prosodic elements to form constraints, while others do not.  To 
be more precise, there is a difference between prosodic and non-prosodic scales in this 
matter, stated in (11).     
 
(11) The Scale-Structure Combination Restriction 

(a) Scales that refer to prosodic properties (e.g. tone, sonority) always combine 
with prosodic elements in constraints. 

 (b) Scales that refer to subsegmental properties (e.g. voice, Place of Articulation) 
never combine with prosodic elements in constraints. 

 
A subsegmental property is any feature that is a dependent of the root node.  Thus, 

[voice], [coronal], and [nasal] are all subsegmental properties.  Prosodic properties are all 
non-subsegmental features – elements that are part of prosodic nodes, or attach to prosodic 
nodes.  For example, tone attaches to syllables or moras, so is a prosodic property; stress 
(or headedness) is a property of syllables, so is a prosodic property.  Sonority is also a 
prosodic property (ch.3§3.1).  Apart from sonority, the term ‘prosodic property’ follows 
usage established in Trubetzkoy (1939) and Firth (1948). 

In short, if a constraint mentions the sonority scale, it must relate the sonority 
categories to a structural element.  For example, there is a constraint *σ	/{�}, militating 
against schwas in the prosodic position ‘stressed syllable’.  However, there is no constraint 
*{�}, militating against segments with the sonority of a schwa without mentioning its 
relation to structure. 
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 In contrast, if a constraint refers to a subsegmental feature scale (a ‘featural’ scale 
for short) – e.g. the Place of Articulation scale – it cannot refer to prosodic structure.  For 
example, there can be no constraint *σ	/{dorsal}, militating against dorsal segments (i.e. 
velar consonants, back vowels) in stressed syllables. 
 The restriction in (11) prevents a number of phenomena from being sensitive to 
certain scales.  For example, chapter 3 shows that stress placement is sensitive to sonority 
but never to subsegmental features like Place of Articulation.  The existence of constraints 
that relate stressed syllables to sonority levels accounts for the sonority-sensitive aspect of 
stress, while the lack of constraints that combine Place of Articulation with stressed 
syllables means that stress placement is insensitive to Place of Articulation. 
 Importantly, (11) does not entirely preclude (apparent) reference to structural 
elements for phenomena that refer to featural scales.  For example, neutralization of Place 
of Articulation can apply in codas alone; for discussion and relevant analyses of how (11) 
is consistent with this fact, see chapter 6. 

The Scale-Structure Combination Restriction is treated as axiomatic in the present 
theory; I leave its reduction to more general principles for future work. 
 
 
1.2.3.1 Structural elements 

Prosodic scales are argued to combine with either of two structural elements – the 
‘Designated Terminal Element’ (DTE, or ∆) and non-DTE (-∆).  The notion of DTE is 
based on Liberman’s (1975) and Liberman & Prince’s (1977) proposals, but is extended in 
a number of ways.  Related proposals are found in Selkirk (1998, 2000), which served as 
the starting point for my own work (de Lacy 1999a, 2002b); Zec (2000) contains an 
analogous proposal.  A detailed discussion of DTEs is presented in chapter 2 and 
exemplified in chapter 4; a synopsis of the core ideas is presented here. 
 A DTE of a prosodic category α is the terminal element on the prosodic plane that 
is (i) a head and (ii) associated to α via an unbroken chain of prosodic heads.  Since the 
notion ‘DTE’ crucially relies on the notion ‘prosodic head’ it inherits the main property of 
heads: for every prosodic node α there is only one DTE of α.  The structure in  Figure 1.1 
aims to clarify this definition by identifying the DTEs in a Prosodic Word (PrWd) 
structure.  The symbol + marks heads and – non-heads; ∆ stands for ‘DTE’ and -∆ for 
‘non-DTE’. 
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Figure 1.1:  DTEs in the Prosodic Word 
                     PrWd 
         
      Ft +                     Ft - 

       
           σ +     σ +         σ - 
     
             µ +    µ -        µ +          µ + 
 
   p- a+ �- e+ k- i+ t- 

 
 
   ∆PrWd  ∆Ft        ∆σ 
 
 
 As indicated, there is only one ∆PrWd

 in this structure – the head of the leftmost 
syllable [a]; this root node is the DTE of the PrWd since it is a head and is associated to the 
PrWd node by an unbroken chain of prosodic heads (i.e. the leftmost µ, σ and Ft nodes).  
In contrast, there are two ∆Ft.  The leftmost moraic segment [a] is a ∆Ft since it is a head 
and is associated to a Ft node by a path of prosodic heads, as is [e].  In this structure the 
DTEs of moras are the same as the DTEs of syllables.   
 Selkirk (1998) has argued for tone that constraints may refer to DTEs of any 
prosodic category; this proposal is adopted here. 
 A non-DTE of α (-∆α) is every terminal node in α that is not the DTE of α.  For 
example, every root node except [a] in  is a -∆PrWd.  Similarly, every segment except [a] 
and [e] are foot non-DTES (-∆Ft).  Non-DTEs (especially of feet) are discussed in detail in 
ch.4. 
 Terminal nodes may be both the DTE of a constituent and the non-DTE of a higher 
constituent.  For example, [e] in  is the DTE of a syllable and the DTE of a foot, but is also 
a non-DTE of the PrWd.  Similarly, [i] is a DTE of a syllable and a non-DTE of a foot and 
the PrWd. 
 In a sense, the notions DTE and non-DTE generalize Prince & Smolensky’s 
proposal that there are separate sets of sonority constraints for the peak and margin of a 
syllable.  DTEs and non-DTEs form the structural prominence scale | ∆α 〉 -∆α |.  More 
precisely, there are several DTE scales, one for each possible value of α: i.e. | ∆σ 〉  -∆σ |, | 
∆Ft 〉  -∆Ft |, and so on.  Every DTE scale combines with every prosodic scale to form a set 
of scales, one for each DTE specification.   
 As an example, the DTE of the foot (∆Ft) combines with the vocalic part of the 
sonority scale; a rather cut-down version is provided in (12) (see ch.3§3.2 for details).   
The label “i,u” refers to all high peripheral vowels: [i y � u]; analogously, “�” refers to all 
mid central vowels,  “e,o” to all mid peripheral vowels, and “a” to all low vowels.   
 
(12) The vowel sonority scale (in brief) 

| � 〉  i,u 〉  e,o 〉  a |  



Paul de Lacy 

 15 

 
 Constraints that combine the foot DTE and the sonority scale are given in (13). 
 
(13) DTE-sonority constraints 
 *∆Ft/{�} “Assign a violation for every instance of a stressed 

vowel with the sonority of schwa” 
 *∆Ft/{�,i/u} “Assign a violation for every instance of a stressed 

vowel with the sonority of schwa or a high peripheral 
vowel” 

 *∆Ft/{�,i/u,e/o} “Assign a violation for every instance of a stressed 
vowel with the sonority of schwa, a high vowel, or a 
mid vowel” 

 *∆Ft/{�,i/u,e/o,a} “Assign a violation for every instance of a stressed 
vowel with the sonority of schwa, a high vowel, a mid 
vowel, or a low vowel (i.e. all vowels).” 

 
Evidence for the constraints in (13) is provided in ch.3 (also Kenstowicz 1996).  As 

an example, *∆Ft/{�,i/u} assigns a violation to [p�	t] and one to [pít], but none to [pét] and 
[pát].  The constraints are freely permutable with respect to each other; more concretely, 
some grammar may contain the ranking || * ∆Ft/{�} » * ∆Ft/{�,i/u} || while another 
grammar may have the exact opposite ranking. 
 Following Prince & Smolensky’s proposal for syllable peaks and margins, prosodic 
scales are reversed in combination with non-DTEs: 
 
(14) Reversal in non-DTEs 
 *-∆Ft/{a}, *-∆Ft/{a,e/o}, *-∆Ft/{a,e/o,i/u}, *-∆Ft/{a,e/o,i/u,�} 
 
 Scale reversal in combination with non-DTEs underscores the fact that markedness 
is relative to position for prosodic scales.  This does not contradict the generalization that 
the most marked scale element is always mentioned in constraints: the most marked 
sonority category for non-DTEs is “a”, so it is always mentioned in non-DTE constraints. 

The theory of structural scales presented above has broad empirical implications; in 
combination with the sonority scale it predicts that sonority can affect many different 
constituents, not just the peaks and margins of syllables (see ch.4).   

This proposal addresses the issues of versatility and consistency: the fact that the 
same scale can engage in several different phenomena.  With several series of constraints 
that differ only in the DTE or non-DTE they mention, analogous types of phenomena will 
occur at every prosodic level.  For example, since foot DTEs (stressed syllables) attract 
high sonority elements, the constraints predict that the same should happen at every other 
level: there should be languages in which syllable DTEs and PrWd DTEs effect the same 
sort of attraction.  Similarly, since syllable DTEs and non-DTEs can place thresholds on 
sonority the same should be true for higher level constituents: foot DTEs and non-DTEs 
should also be able to place thresholds on the sonority of their segments, and so on for all 
higher levels.  
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1.2.4  Summary 

The theory presented in the previous subsections employs constraints that refer to 
ranges of scales and have freely permutable ranking.  The constraints have been shown to 
formally implement the hierarchical relations expressed by scales, while allowing 
categories to be conflated.  The theory is universal in that all the constraints exist in all 
grammars – a basic tenet of Optimality Theory. 
 The following section provides an overview of the evidence for the major 
properties of the theory; it summarizes arguments made in details in later chapters. 
 
 
1.3  Empirical implications 

The aim of this section is to provide an overview of how the theoretical proposals 
in §1.2 account for markedness-referring phenomena.  This section is divided into two 
parts. 

Section 1.3.1 discusses the effect of the markedness constraints.  This section 
focuses on providing a formal account of two major markedness issues: (1) category 
conflation and (2) consistency of scale-reference at different prosodic levels.  Issue (1) is 
discussed with reference to Gujarati’s sonority-driven stress system, introduced in §1.1.  
The stringent form of the markedness constraints is argued to be crucial in providing an 
adequate account of this case.  Issue (2) focuses on a case where stress is determined by 
reference to the post-tonic vowel, found in the Trobriand language Kiriwina. 

Section 1.3.2 discusses the effect of the faithfulness constraints.  This section 
focuses on providing a formal account of phenomena in which more marked elements are 
preserved while less marked ones are eliminated.  This section mentions neutralization, 
assimilation, and coalescence. 
 
 
1.3.1  Markedness 

The theoretical proposals outlined in §1.2 aim to account for (1) markedness 
hierarchies, (2) category conflation, and (3) consistency of scales at various prosodic 
levels.  Section 1.3.1.1 discusses the first two of these issues.  It focuses on the stress 
system of Gujarati, introduced in §1.1.  Section 1.3.1.2 deals with the third issue, showing 
that the same scale can influence elements at the syllable, foot, Prosodic Word, and higher 
levels. 
 
 
1.3.1.1 Hierarchies and conflation 

One of the leading ideas behind the present theory is that scale distinctions may be 
collapsed, or conflated.  As Prince (1997 et seq.) has shown, constraints that refer to a 
range of a scale allow conflation.  To illustrate this point, an analysis of Gujarati stress will 
be sketched here; a full analysis is given in chapter 3§3.4.   
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Gujarati stress refers to the vowel sonority scale given in (12).  The markedness 
constraints that refer to the vowel sonority scale were provided in (13).   
 In words with identical vowels, stress falls on the penult in Gujarati: e.g. [awwána] 
‘coming’, [p�	t��
] ‘kite’.  This can be ascribed to a trochaic foot that appears at the right 
edge of the PrWd: e.g. [aw(wána)].  The details of the footing constraints are presented in 
chapter 3§3.4; the constraint ALIGNFTR, which requires feet to be rightmost, will be used 
here. 
 
• Attraction to [a] 

As shown in (2a), stress seeks out the low vowel [a], even when it is not in the 
penult: e.g. [(tád�e)t��] ‘recently’.  The constraint relevant at this juncture is 
*∆Ft/{�,i/u,e/o} – it assigns a violation to all main-stressed vowels that are less sonorous 
than [a].  The candidate *[tad�ét��] loses because it violates *∆Ft/{�,i/u,e/o}, as shown in 
tableau (15). 
 
(15)  
 /tad�et��/ *∆Ft/{�,i/u,e/o} ALIGNFTR 
 (a) ta(d�ét��) *!  
� (b) (tád�e)t��  * 
 

Candidate (a) contains mid vowel in the DTE position of a foot – i.e. a stressed 
syllable, so violating *∆Ft/{�,i/u,e/o}.  In contrast, candidate (a) has a low vowel in ∆Ft 
position, crucially avoiding violations of the ∆Ft constraint. 
 
• Avoidance of stressed schwa 

When there are no low vowels, stress generally falls on the penult, as expected: e.g. 
[khe(�ío)] ‘inkstand’.  The exception is when the penult contains schwa – if the initial 
syllable contains some peripheral vowel, stress falls on it.  In the present approach, 
avoidance of schwa comes about when *∆Ft/{�} outranks the stress-placement constraint 
ALIGNFTR. 
 
(16) 
 /pust�kne/ *∆Ft/{�} *∆Ft/{�,i/u,e/o} ALIGNFTR 
� (a) (púst�k)ne  * * 
 (b) pus(t�	kne) *! *  
 

Tableau (16) shows that *∆Ft/{�} is crucial in determining stress placement.  The 
constraint *∆Ft/{�,i/u,e/o} is indecisive since it assigns the same violations to both 
candidates. 
 
• Conflation 

The aspect of Gujarati stress that is of present significance is that it makes no 
distinction between mid and high vowels for stress – i.e. it conflates the two categories.  
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Stress does not avoid a penult high vowel to fall on a mid vowel: e.g. [t�hok(�ío)] ‘girls’, 
*[(t�hók�i)o], or vice-versa: e.g. [ju(�ópni)] ‘europe’, *[(jú�op)ni].  For stress purposes, 
then, mid and high peripheral vowels are conflated. 
 To ensure that Gujarati stress is insensitive to the distinction between high and mid 
peripheral vowels, all constraints that favour one over the other must be ranked below 
ALIGNFTR.  In the present theory, the relevant constraint is *∆Ft/{�,i/u} – this constraint 
favours stressed mid vowels over stressed high vowels.  It must be ranked below 
ALIGNFTR, as shown in (17). 
 
(17)  
 /t�hok�io/ *∆Ft/{�} *∆Ft/{�,i/u,e/o} ALIGNFTR *∆Ft/{�,i/u} 
 (a) (t�hók�i)o  * *!  
� (b) t�ho(k�ío)  *  * 
 

Tableau (17) shows that reference to a range of the sonority hierarchy is essential.  
Gujarati requires an active constraint that distinguishes [a] from other vowels, but it is 
essential that no active constraint distinguishes stressed high vowels from stressed mid 
vowels.  The constraint *∆Ft/{�,i/u,e/o} performs both these tasks: (i) it favours [á] over all 
other stressed vowels and (ii) it assigns the same violations to stressed mid and high 
vowels.  Both properties of the constraints are crucial – if it lacked one or the other, the 
incorrect candidate (a) would win or the distinction between [a] and other vowels would be 
lost. 

The point that stringently formulated constraints can produce conflation was 
established by Prince (1997 et seq.); for conflation in sonority-driven stress in particular, 
see Prince (1997b, 1999).  Chapter 3§3.6 discusses the types of conflation that stringent 
theories can do in more detail.   

 
• Fixed ranking and conflation 

Freely rankable stringent constraints differ from those in a fixed ranking in their 
ability to produce conflation; theories that impose a fixed ranking on constraints prevent 
certain types of conflation from happening.   

For example, suppose there were a set of constraints || *∆Ft/{�} » *∆Ft/{i,u} » 
*∆Ft/{e,o} ||; each constraint refers to a point on the scale rather than a range.  All would 
have to outrank ALIGNFTR in order to ensure that [á] was more harmonic than all other 
stressed vowels: 

 
(18) Fixed Ranking Theory I 
 /�phisma/ *∆Ft/{i,u} *∆Ft/{e,o} ALIGNFTR 
 (a) (�	phis)ma  *! * 
 (b) �(phísma) *!   
� (c) �(phismá)   * 
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The problem with such a constraint system is that it prevents the conflation of 
stressed mid and high vowels.  The constraints *∆Ft/{i,u} and *∆Ft/{e,o} both distinguish 
between the two categories, necessitating that one category will attract stress away from 
the other: 
 
(19) Fixed Ranking Theory II 
 /t�hok�io/ *∆Ft/{i,u} *∆Ft/{e,o} ALIGNFTR 
� (a) (t�hók�i)o  * * 
 (b) t�ho(k�ío) *!   
 

No ranking of constraints can produce the right result: if *∆Ft/{i,u} were ranked 
below ALIGNFTR, stress would not avoid high vowels at all.  The problem is with the 
constraints themselves: they incorrectly predict that if a system avoids stressed mid vowels 
at all (i.e. if *∆Ft/{e,o} outranks stress-locating constraints), they cannot be conflated with 
any other category.   
 In summary, category conflation necessitates constraints that refer to a range of a 
scale, starting with the most marked element.  This argument is presented in detail in 
chapter 3§3.6 and is extended by identifying the exact conditions under which fixed 
ranking theories and stringent constraints differ in terms of conflation. 
 
 
1.3.1.2 Structure and scales 

Chapter 4 contains arguments for the theory of structure-scale constraints proposed 
here.  Arguments for two distinct aspects of the theory are presented: (1) there are 
constraints that refer to non-DTEs and (2) there are constraints that refer to (non-)DTEs of 
every prosodic category.  The arguments are summarized below. 
 
• Non-DTEs 

Evidence for non-DTE-referring constraints comes from languages in which the 
position of stress is not determined by the sonority of the stressed syllable but from the 
sonority of unstressed syllables.  To illustrate, a case where properties of the non-head 
syllable of the foot is relevant to stress is outlined below (see ch.4 for details). 
 There is usually a trochaic foot at the right edge of every Prosodic Word in 
Kiriwina (20a) (Lawton 1993, Senft 1986).  However, the foot retracts if doing so will 
allow it to end up with a non-head vowel of low sonority (i.e. [i u]) (20b): 
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(20) Kiriwina stress in brief   
 (a) Stress the penult 
  [ka(wála)]  ‘canoe pole’ [dumda(bó
i)]   ‘early dawn’ 
  [ba(kám)] ‘I will eat’ [msi(mwési)] grass type 
  [i(dói)]  ‘(a boat) brings sth.’ [i(dója)] ‘it drifts’ 
      
 (b) Unless antepenult stress will result in a low sonority foot non-head 
  [(kúli)a] ‘cooking pot’ [(lámi)la] ‘outrigger log’ 
  [(mé
u)va] ‘white magic’ [(páku)la] ‘blame’ 

 
Importantly, the sonority of the stressed syllable is irrelevant in this language – the 

foot retracts regardless of the resulting sonority of the stressed syllable: [(kúli)a] vs 
[(mé
u)la] vs [(páku)la].  If the stress system was driven by the need to avoid stressed high 
vowels, there would be no reason to have antepenult stress in [(kúli)a] since it has a 
stressed high vowel.  In other words, its competitor *[ku(lía)] is no improvement over 
[(kúli)a] in terms of the stressed syllable’s sonority alone; all that matters is the sonority of 
the foot non-head. 

The forms in (20b) show that the aim of foot retraction is to end up with a low 
sonority non-head – all the non-heads of feet have a high vowel.  In contrast, all the feet in 
(20a) either already have a high vowel foot non-head (e.g. [msi(mwési)]) or foot retraction 
would not result in a high-vowel non-head (e.g. *[(ído)ja], *[dum(dábo)
i]), so such 
retraction would be gratuitous. 

This system requires a constraint that refers specifically to the non-DTEs of feet 
(-∆Ft).  Foot non-DTEs are all those elements that are not heads of the nucleus of stressed 
syllables.  By avoiding all such segments with more sonority than a high vowel – i.e. 
*-∆Ft{e,o,a} – stress will only retract onto a high vowel.  Tableau (21) illustrates this point.   
 
(21)  
 /me
uva/ *-∆Ft{e/o,a} ALIGNFTR 
 (a) me(
úva) *!  
� (b) (mé
u)va  * 
 

Candidate (21a) is ruled out because it has a highly sonorous foot non-DTE – i.e. 
[a].  In contrast, the foot non-DTE in candidate (21b) is the relatively low sonority vowel 
[u].   

Kiriwina also shows that non-DTEs reverse the scale in comparison with DTEs.  
While DTE constraints promote high sonority, the grammar aims to avoid high sonority 
non-DTEs. 

 
• DTEs of other categories 

Constraints may refer to DTEs of any prosodic category.  Consequently, there are 
constraints for DTEs of every member of the prosodic hierarchy: e.g. *∆µ/x, *∆σ/x, *∆Ft/x, 
*∆PrWd/x, *∆PPh/x, and so on.    Consequently, the theory predicts that DTEs of every level 
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should show the same predilections for scale elements.  For example, since foot DTEs 
prefer high sonority elements, PrWd DTEs should too, and so on through the prosodic 
hierarchy.  Chapter 4 discusses cases that support this prediction. 
 
•  The notion ‘markedness’ 
 Proposing that scales combine with DTEs and non-DTEs in different ways means 
that the tradiational notion of ‘markedness’ does not apply directly to certain scales.  For 
example, there is no real sense in which the sonority category ‘low vowel’ is unmarked.  
Instead, markedness of prosodic scales depends on the structural element with which they 
combine.  So ‘low vowel’ is the least marked category in terms of DTEs, but the most 
marked for non-DTEs. 
 In contrast, markedness is easily applied to featural scales: since featural scales do 
not combine with DTEs, the least marked element remains consistent across contexts.  So, 
‘glottal’ is always the least marked PoA element. 
 
 
1.3.2  Faithfulness 

Chapters 6 to 8 deal with scale-referring faithfulness constraints.  Scale-referring 
faithfulness constraints are argued to have two primary properties: (1) they collectively 
favour preservation of more marked elements over less marked ones and (2) they preserve 
ranges of a scale.  These two proposals are relatively independent. It is possible to have a 
theory which subscribes to (1) and not (2) (e.g. the fixed ranking || IDENT{marked} » 
IDENT{unmarked} || – Jun 1995).  It is also possible to have faithfulness constraints that 
refer to ranges of a scale (i.e. property 2) without subscribing to (1) (e.g. IDENT{Place} – 
Prince 1998, 1999).  Accordingly, the two properties are discussed separately below: (1) in 
§1.3.2.1 and (2) in §1.3.2.2. 
 
 
1.3.2.1 Preservation of the marked 

Chapters 6 and 7 present evidence that faithfulness constraints must refer to the 
most marked element of a scale.  Chapter 6 discusses neutralization, while chapter 7 deals 
with processes that avoid heterorganic consonant clusters – primarily assimilation.  A brief 
overview of one of the arguments is presented here, using Place assimilation in Catalan. 
 If there are faithfulness constraints that specifically preserve marked scale 
elements, it is expected that they could prevent marked elements from taking part in 
various processes.  In Catalan, for example, only coronals undergo assimilation; the more 
marked labials and dorsals are exempt from this process (Mascaró 1976, and analyses in 
Kiparsky 1994, Jun 1995). 
 
(22) Catalan coronal-only assimilation in brief 
 (a) Coronal + x (/son/ ‘they are’) 
  [son �miks]  ‘they are friends’ 
  [som b�us]  ‘they are voices’ 
  [so� kuzins]  ‘they are cousins’ 
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 (b) Labial + x (/som/ ‘we are’) 
  [som �miks]  ‘we are friends’ 
  [som p�ks]  ‘we are few’ 
  [som dos]  ‘we are two 
 (c) Dorsal + x 
  [ti�pa]   ‘I have bread’ 
 

To produce coronal assimilation, a markedness constraint that bans heterorganic 
consonant clusters must outrank all faithfulness constraints to coronals.  This markedness 
constraint is called ASSIM here for convenience; a full theory of the constraints that trigger 
assimilation is presented in ch.7§7.4. 
 
(23)  
 /son b�us/ ASSIM IDENT{dors,lab,cor} 
 (a) son b�us *!  
� (b) som b�us  * 
 

In contrast, it is more harmonic to preserve non-coronals faithfully than to lose 
their features through assimilation.  To exempt non-coronals from undergoing assimilation, 
a constraint that specifically targets them must outrank ASSIM: i.e. IDENT{dors,lab}. 
 
(24)  
 /som dos/ IDENT{dors,lab} ASSIM 
� (a) som dos  * 
 (b) son dos *!  
 

In short, without a constraint that preserves only the most marked members of the 
PoA scale, the Catalan system could not be produced. 
 This general approach to PoA faithfulness has also been proposed by Kiparsky 
(1994) and Jun (1995).  In this dissertation, the proposal is extended to all scales, and the 
present constraints are shown to produce a variety of blocking effects.  Full analyses of the 
Catalan system and a number of other related cases are given in chapter 7§7.2.    

Chapter 6 discusses the effect of marked-faithfulness constraints for neutralization.  
As with assimilation, faithfulness constraints can prevent marked elements from 
neutralizing, producing segmental inventories that contain highly marked and highly 
unmarked elements, but no segments of intermediate markedness.  This was discussed 
briefly for the Yamphu coda [k p �] inventory in §1.1.1.3, in which only /t/ debuccalizes.  
The same general analysis applies here: a faithfulness constraint that preserves the marked 
dorsals and labials blocks a markedness constraint from debuccalizing /t/.   
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1.3.2.2 Faithfulness conflation 
This section discusses the empirical implications of the proposal that faithfulness 

constraints refer to ranges of a scale.  The empirical effect of this property in markedness 
constraints is category conflation; there is an analogous effect for faithfulness.  Two 
Input→Output mappings are conflated if they incur the same violations of faithfulness 
constraints.  In chapter 8, this point is illustrated in several case studies involving 
coalescence.  A brief example is provided here, involving Place of Articulation.   

�� ����� ������������ �������� ���  ������ �� ������
��� ��������� �������� ���

coalesced into a geminate.  The manner of articulation of the surface geminate depends on 
principles discussed in ch.8§4; here the output’s Place of Articulation will be the focus. 
 In combinations of underlying labials and coronals, the coronal PoA always 
survives. 
 
(25) ���� ����������� �: /Labial + Coronal/ → [Coronal] 
 /khip-ta/  → [khit
a]  ‘throw {participle}’ 

/labh-tab
a/  → [lad
hab
a]  ‘take {gerund}’ 
 /labh-tum/  → [lad
hum]  ‘take {infinitive}’ 

/lubh-ta/  → [lud
ha]  ‘long for {participle}’ 
 /labh-ta/  → [lad
ha]  ‘take {participle}’ 

/labh-tva
/  → [lad
ha
]  ‘take {absolutive}’ 
 

Since labials are more marked than coronals, faithfulness cannot be responsible for 
the preservation of coronal PoA.  More precisely, no faithfulness constraint preserves 
coronals without also preserving labials, and some faithfulness constraint preserves labials 
without preserving coronals (i.e. IDENT{dors,lab}).  Thus, by faithfulness alone, the 
marked feature will always be favoured. 
 However, markedness constraints favour coronals over labials.  Thus, the fact that 
[lud
ha] and not *[lub
ha] is output from /lubh-ta/ is the result of some markedness 
constraint – i.e. *{dors,lab} – favouring *[lud
ha] over *[lub
ha].  Tableau (26) shows the 
ranking necessary for this result. 
 
(26)  
 /lubh

1-t2a/ *{dors,lab} IDENT{dors,lab} 
 (a) lub
h1,2a *!  
� (b) lud
h1,2a  * 
 

The input segments /bh/ and /t/ coalesce in the output candidates (a) and (b).  This 
means that both /bh/ and /t/ correspond to a single output segment – [b
h] in (a) and [d
] in 
(b).  The markedness constraint *{dors,lab} favours the candidate with the least marked 
output: i.e. the one with the coronal [d
h].  Crucially, all faithfulness constraints that favour 
the preservation of labials over coronals – IDENT{dors,lab} – must be outranked by 
*{dors,lab}; as the tableau shows, the opposite ranking would incorrectly result in (a) as 
the winner. 
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 However, the ranking || *{dors,lab} » IDENT{dors,lab} || is not the whole story.  
This ranking would eliminate all labials: /labh-tab
a/ would surface as *[ladhtad
a].  So, to 
block wholesale elimination of labials, some labial-preserving faithfulness constraint must 
outrank *{dors,lab}.  However, there is a restriction on this constraint: it must also 
preserve coronals.  If it were otherwise, /lubh-ta/ would surface as *[lub
ha].  The only 
solution is to have a faithfulness constraint that preserves labial and coronal PoA equally: 
i.e. IDENT{dors,lab,cor}.  Tableau (27) illustrates this point. 
 
(27)  
 /lubh

1-t2ab
a/ IDENT{dors,lab,cor} *{dors,lab} IDENT{dors,lab} 
 (a) lud
h1,2ad
a * *!  * * 
 (b) lub
h1,2ab
a * * *!  
� (c) lud
h1,2ab
a * * * 
 

Candidate (a) has eliminated all labials.  By doing so, it violates 
IDENT{dors,lab,cor} twice: once for the fact that /bh/ has a non-labial correspondent, and 
once for the fact that /b
/ has correspondent [d
].  In contrast, candidates (b) and (c) only 
violate the faithfulness constraint once.  Candidate (b) violates IDENT{dors,lab,cor} 
because /t/ has a labial output correspondent, and (c) violates it because /bh/ has a coronal 
correspondent.   

It is crucial that (b) and (c) incur equal violations of IDENT{dors,lab,cor}.  If (c) 
incurred more violations, (b) would incorrectly win.  The fact that (b) and (c) incur equal 
violations allows the markedness constraint *{dors,lab} to emerge, favouring the least 
marked candidate (c).   

In short, P��� ���!� ���� � ���������� ���� �"����
 #������ $����������� �# �� ���� ���

dorsals is necessary.   
 

• Preservation of dorsals 
Interestingly, underlying /dorsal+coronal/ clusters surface as dorsals, not coronals. 

 
(28)  ���� ����������� ��� /Dorsal + Coronal/ → [Dorsal] 

/sak-�
a-ti/  → [sak
hati]  ‘be able to {future + 3p.sg.}’ 
/sak-�-ti/  → [sak
hi]  ‘be able to {aorist+3p.sg.}’ 
/likh-�-ti/ → [lik
hi] ‘write {aorist+3p.sg.}’ 
/la
-�-ti/ → [la

i] ‘bore through {aorist+3p.sg}’ 
/la
-na/  → [la

a]  ‘bore through {participle}’ 

 
The examples show that the output geminate is a fusion of the output elements – 

the aspiration in [sak
hi] is due to the input /�/ (see ch.8 for details). 
 The proposal that there are faithfulness constraints to marked elements accounts for 
this result.  Since more marked elements are subject to greater preservation, IDENT{dorsal} 
will favour retaining the dorsal feature rather than the coronal one.  In short, the fact that 
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dorsals win over coronals can be ascribed to the fact that IDENT{dors} outranks all 
markedness constraints that favour coronals over dorsals. 
 
(29)  
 /sak1-�2-t3i/ IDENT{dors} *{dors,lab} 
� (a) sak
h1,2,3i  * 
 (b) sat
h1,2,3i *!  
 

For a full development of this analysis, see chapter 8§8.4. 
 
 
1.4  Dissertation outline 

The remainder of this dissertation is organized much as in sections 1.2 and 1.3.  
The theoretical proposals are presented in chapter 2, followed by a discussion of the 
markedness-related proposals (particularly conflation) in chapters 3 and 4, concluding with 
an examination of the faithfulness-related proposals (chs.5-9).   
 
•  Part I: Theory 
• Chapter 2 presents a theory of scale-referring constraints.  At the core of this theory 

is a proposal about feature values and about how constraints refer to those values.  
The theory consists of three related but relatively independent parts: (1) proposals 
about scale-referring markedness constraints, (2) proposals about scale-referring 
faithfulness constraints, and (3) proposals about the relation between structural 
elements and scales.  The following chapters provide evidence for each of these 
parts of the theory. 

 
•  Part II: Markedness 
• Chapter 3 contains evidence that scale-referring constraints must refer to ranges of 

scales and be freely permutable in their ranking.  Cases of conflation in sonority-
driven stress are examined, focusing on the stress systems of Nganasan and 
Gujarati. 

 
• Chapter 4 presents evidence that reference to both DTEs and non-DTEs is 

necessary.  This point is illustrated by providing analyses of sonority-driven stress 
in Kiriwina and Harar Oromo, vowel reduction in Dutch, and in the typology of 
epenthetic vowels. 

 
•  Part III: Faithfulness 
• Chapter 5 discusses the main faithfulness-related theoretical proposals in detail.  It 

also contains a discussion of the Place of Articulation scale, which is used 
extensively in chs.6-8. 
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• Chapter 6 contains analyses of neutralization and segmental inventories.  This 
chapter shows that ‘gapped’ inventories exist – inventories that contain highly 
marked and highly unmarked segments but no segments of intermediate 
markedness.  Faithfulness constraints that specifically preserve marked categories 
are argued to be necessary for such cases.  Languages discussed include Malay and 
Yamphu. 

 
• Chapter 7 also presents arguments that that there are faithfulness constraints that 

specifically preserve the most marked scale elements.  Processes that avoid 
heterorganic consonant clusters – assimilation, deletion, and epenthesis – are 
discussed.  Languages analyzed include Catalan, Ponapean, Harar Oromo, Attic 
Greek, and Korean. 

 
• Chapter 8 presents evidence that the ranking of faithfulness constraints must be 

freely permutable.  The empirical focus is cases of coalescence and bidirectional 
assimilation.  Languages analyzed include Attic Greek, Chipewyan, Harar Oromo, 
%!������ ��� ����� 

 
• Chapter 9 contains a summary and conclusions.  
 
 



 
 
 
 
 
 
 
 
 

PART I 
 

THEORY 
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CHAPTER 2 
 
 

THEORY 
 
 
 
2.1  Introduction 

This chapter presents a theory of scale-referring markedness and faithfulness 
constraints and discusses its relation to previous proposals.  Three relatively independent 
issues provide the organization for the presentation for this theory. 
 
(1) Issues 
 (a) Markedness  
 (i) In what way do scale-referring markedness constraints assign violations? 
 (ii) What are the structural descriptions of scale-referring markedness 

constraints? 
 (b) Faithfulness 
 (i) In what way do scale-referring faithfulness constraints assign violations? 
 (ii) What are the structural descriptions of scale-referring faithfulness 

constraints?  
 (c) Structure 
  (i) Which scales can/cannot combine with structural elements? 
  (ii) With which structural elements may scales combine? 
 

Section 2.2 deals with the way in which scale-referring constraints assign violations 
– their ‘violation profiles’ (1ai, 1bi). 

Section 2.3 deals with the structural description of scale-referring constraints – i.e. 
their symbolic form (1aii, 1bii).  This section deals with the representation of scales as 
multi-valued features. 

Section 2.4 deals with constraints that combine scales and structural elements.  This 
section claims that only ‘prosodic’ scales – ones that refer to non-subsegmental properties 
like tone – may combine with structural elements to form constraints (1ci).  A precise 
characterization of the structural elements with which scales combine is also provided 
(1cii). 

Section 2.5 summarizes the theoretical proposals and outlines how the rest of this 
dissertation provides evidence for them. 
 
 

Paul de Lacy 

 29 

2.2  Violation profiles 
The following discussion assumes that for every scale S, there is a set of 

markedness and a set of faithfulness constraints that refer to S.4  The aim of this section is 
to provide a precise characterization of such scale-referring constraints. 
 The present theory has two goals.  One is to correctly translate the hierarchical 
relations expressed by scales into constraint-violation terms.  As discussed in ch.1, this 
means not only accounting for hierarchical relations, but for category conflation as well.  
More concretely, the theory aims to explain why for the partial Place of Articulation (PoA) 
scale | dorsal 〉  coronal |: (i) dorsals can be treated as more marked than coronals, (ii) 
dorsals can be treated as equally marked as coronals (i.e. dorsals and coronals can be 
conflated), and (iii) dorsals are never treated as less marked than coronals.   
 The other goal is to have a theory with faithfulness and markedness constraints that 
can be ranked freely; no constraints are in a universally fixed ranking.  As in Prince 
(1997a,b,c, 1998, 1999), chapter 3 shows that free ranking of markedness constraints is 
essential in producing certain types of conflation.  Chapter 8 shows that free ranking of 
faithfulness constraints is essential for certain types of coalescence.   
 The following two sections present a theory that both expresses the hierarchical 
relations in scales and has fully permutable constraint ranking.  Section 2.2.1 is devoted to 
markedness constraints, and §2.2.2 to faithfulness constraints. 
 
 
2.2.1 Featural scale-referring markedness constraints 

Prince (1997 et seq.) has shown that in order to allow the ranking of scale-referring 
markedness constraints to be freely permutable while still respecting markedness relations 
the constraints must refer to ranges of scales in a particular way.  To be precise, each 
constraint must assign a violation to a contiguous range of a scale, always including the 
most marked element.  Prince dubs the relation amongst such scale-referring constraints 
‘stringency’; this term will be adopted here. 
 
• Informal schema 
 There are a number of ways to formally implement stringency.  The particular way 
chosen here is expressed in the schema in (2).  Schema (2) applies to ‘featural’ scales – 
scales that refer to subsegmental features such as Place of Articulation and [voice]; non-
featural scales (e.g. sonority, tone) are discussed in §2.4.   
 

                                                        
4  While it is imaginable that there may be some scale or scale elements for which there are no corresponding 
constraints, this possibility is currently untestable, so it is put aside here.  I have found no scale for which it 
could be proven that there is only a set of markedness constraints and no faithfulness constraints, or vice-
versa.     
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(2) Featural scale-referring markedness constraints 
(a) For every element p in every scale S, there is a markedness constraint m. 
(b) m assigns a violation for each segment that either  

     (i) contains p  
or (ii) contains anything more marked than p in scale S. 

 
(2a) requires that (i) there is a set of markedness constraints for every scale and (ii) 

there are as many markedness constraints for a scale S as there are elements in S.  For 
example, for a scale Z=| x 〉  y 〉  z | there are three markedness constraints that refer to Z.   

By (2b), if a markedness constraint m refers to the element y in scale Z, it will 
assign a violation to y and all elements that are more marked than y in Z (i.e. x) (2bi); in 
familiar notation, m can be written as *{x,y}.  Therefore, m will assign a violation for 
every segment that is/contains y or x.  However, m will not assign violations to any 
element lower on the scale – z in this case.  The ultimate result is a set of markedness 
constraints with the form *{x}, *{x,y}, *{x,y,z}.  In short, if p violates a markedness 
constraint C, then everything more marked than p will also violate C. 
 
• Formal schema 

Schema (2) is expressed in more precise terms in (3).  The definition assumes that a 
constraint is a function from a candidate to a set of violation marks (after Prince & 
Smolensky 1993).5  Thus, “m(CAND) → V” is the constraint function m from a candidate 
CAND to a set of violation marks V.  The schema expresses that the number of violation 
marks in the set V is the same as the number of distinct x’s in the candidate, where x is any 
element that is equally or more marked than the scale element in question.  Conditions (c) 
and (d) restrict the definition. 
 
(3) Featural Scale-Referring Markedness Constraints (formal) 

(a) For every scale S, there is a set of markedness constraints M. 
 (b) For every element p in S, there is some m∈ M such that 

 for all x in S such that x is equally or more marked than p,  
     m(CAND) → V 

•  CAND is a candidate 
•  V is a set of violation marks. 
•  the cardinality of V is the same as the number of distinct x’s in 

CAND. 
 (c) There are no other members of M. 
 (d) There are no other sets of markedness constraints for S apart from M. 
 

                                                        
5  One may point out that a set of n violation marks has the same cardinality as a set of n+1 violation marks 
(if n≠0).  To avoid this problem, take a ‘violation mark’ to be any element from a denumerably infinite set of 
discrete elements (e.g. the natural numbers).  Thus, a set of three violation marks is {1,2,3}, with a 
cardinality of 3.  For an alternative way of conceiving of constraints, see Samek-Lodovici & Prince (1999) 
and Prince (2002). 
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Condition (d) prevents several different sets of markedness constraints from 
referring to the same scale; it bans another set of markedness constraints apart from M 
from referring to S in a way that is inconsistent with (3). 
 On the other hand, (d) does not prevent S from being mentioned in combination 
with some other scale.  For example, chapter 7 presents a set of constraints that combine 
the Place of Articulation scale with itself; these constraints are distinct from the set that 
refers only to the PoA elements and to nothing else.  Similarly, §2.4 discusses prosodic 
scales, where a single scale combines with many different structural elements. 

The schemas in (2) and (3) encapsulate the proposal that scale-referring 
markedness constraints are stringently formulated.  This point can be illustrated using the 
Major Place of Articulation scale | dorsal 〉 labial 〉  coronal 〉  glottal| (ch.5§5.3.3).   

By (2)/(3), there are four PoA-referring markedness constraints because the scale 
has four elements.  One assigns violations to dorsals alone; this constraint will be named 
*{dorsal} here, but – importantly – nothing is implied about its structural description (see 
§2.2.3).  Of the other three constraints: (i) *{dorsal,labial} assigns a violation to a 
candidate for every instance of a dorsal or labial, (ii) *{dorsal,labial,coronal} assigns a 
violation to all segments that are have either dorsal, labial, or coronal Place of Articulation, 
and (iii) *{dorsal,labial,coronal,glottal} assigns a violation to effectively all segments. 
 
• Harmonic Bounding 

Quasi-tableau (4) shows the constraints in action.6 
 
(4)  
  *{dors} *{dors, lab} *{dors, lab, cor} *{dors, lab, cor, gl} 
 k * * * * 
 p  * * * 
 t   * * 
 �    * 
 

The quasi-tableau shows how the markedness constraints impose a harmonic 
ordering on segments that differ in PoA without recourse to ranking (also see Prince 1997 
et seq.).  No matter what the ranking of the constraints, dorsals always incur more 
significant violations than all other segments; thus dorsals are disfavoured by these 
constraints.  Similarly, regardless of the ranking, labials are never favoured above coronals 
– every constraint that coronals violate is also violated by labials, and there is one 
constraint that labials violate and coronals do not. 

The reason that ranking is irrelevant relates to the relationship between constraint 
violations: in terms of the PoA-referring markedness constraints, coronals incur a proper 
subset of the violations of every other PoA.  So, after the mark-cancellation procedure – 
whereby violation marks common to both candidates in a pairwise competition are 

                                                        
6  The term ‘quasi-tableau’ refers to tableaux that compare harmonic bounding relations between forms rather 
than demonstrate winners under some particular ranking. 
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eliminated (Prince & Smolensky 1993) – coronals will not have any violations of the 
markedness constraints above, unlike the other PoAs. 
 The situation presented above is a type of harmonic bounding.  A candidate α is a 
harmonic bound for β if α incurs a proper subset of β’s violations  (Samek-Lodovici 1992, 
Prince & Smolensky 1993:ch.9, McCarthy 2001b§1.3.1).7  In such a situation, no grammar 
will ever output β since α will always be more harmonic than it.  Prince & Smolensky 
(1993:ch.9) show that harmonic bounding reduces to properties of the mark-cancellation 
procedure.  If α has a subset of β’s marks, then after mark cancellation β will still have 
violations while α does not, therefore dooming β to ‘loser’ status.  Adopting terminology 
from Samek-Lodovici & Prince (1999), α is a harmonic bound for β if no constraint 
‘favours’ β over α and some constraint favours α over β.  A constraint C favours α over β 
if α incurs fewer violations of C than β does. 
 The constraints presented above impose a type of harmonic bounding, but localized 
to just the markedness constraints for the PoA scale.  Thus, [p] may win in some grammar, 
but only through the action of some non-‘PoA markedness’ constraint (e.g. a faithfulness 
constraint like IDENT{dorsal,labial}).  In terms of the PoA-markedness constraints alone, 
[t] is a harmonic bound for [p].  Such a relation between a set of constraints is called ‘local 
harmonic bounding’ here. 

The local harmonic bounding relation is essential in allowing the constraints’ 
ranking to be permutable.  If the PoA-markedness constraints were not in such a relation, 
their ranking could not be fully permutable and maintain the scale’s hierarchical relations.  
For example, suppose CON contained a constraint that favoured dorsals and labials over 
coronals – e.g. *CORONAL.  No longer is [t] a local harmonic bound for [p] and [k]: with 
*CORONAL ranked above the other constraints, the harmonic relations are reversed so that 
[t] is less harmonic than [p] and [k].  A similar story holds for *LABIAL – again, this 
constraint favours dorsals over labials, potentially reversing the ranking between the two. 

In short, local harmonic bounding is essential for having freely ranked scale-
referring markedness constraints that maintain the hierarchy encoded in the scale. 
 
 
2.2.2  Featural scale-referring faithfulness constraints 

I propose that (i) faithfulness constraints refer to ranges of a scale, just like 
markedness constraints and (ii) that faithfulness constraints all preserve the most marked 
member of scales.  This proposal allows a generalization over both markedness and 
faithfulness constraints, encapsulated in the following hypothesis: 
 
(5) The Marked Reference Hypothesis (MRH) 
 If a constraint C refers to scale S, C refers to the most marked member of S. 
 

The formal import of the term ‘refer’ differs depending on the type of constraint.  
(5) requires markedness constraints to assign a violation to the most marked member.  In 
                                                        
7  Samek-Lodovici & Prince (1999) identify another type of harmonic bounding – ‘collective’ harmonic 
bounding – in which a candidate always incurs a subset of the combined violations of two or more other 
candidates.  This type of harmonic bounding is not relevant here. 
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contrast, (5) requires faithfulness constraints to always preserve the most marked scale 
member.  The MRH is encapsulated in the following informal schema for scale-based 
faithfulness constraints:8 
 
(6) Featural scale-referring faithfulness constraints (informal) 

(a) For every element p in every scale S, there is a faithfulness constraint f. 
(b) f preserves p and all elements in S that are more marked than p 
 i.e. f assigns a violation for every element x that 

       (i) is equally or more marked than p in S 
and (ii) has a correspondent that is unfaithful to x. 

 
As with the markedness constraints, the schema in (6) requires one faithfulness 

constraint per scale element.  If a faithfulness constraint preserves an element p in the 
scale, it also preserves every more marked element.  For example, take a scale Z=| x 〉  y 〉  z 
|.  If a faithfulness constraint preserves the mapping from /y/ to its correspondent – i.e. it 
assigns violations to the mappings /y/→[x] and /y/→[z] – it also preserves the mapping 
from all more marked elements – i.e. /x/.  The notion ‘mapping’ is expressed in terms of 
Correspondence Theory (McCarthy & Prince 1995); examples are provided below. 
 The schema in (6) does not place any restrictions on the dimension of faithfulness: 
there are separate sets of scale-referring faithfulness constraints for all dimensions 
(Input→Output, Base→Reduplicant, Output→Output, and so on). 
 
• Formal schema 
 A more precise version of (6) is provided in (7).  The ‘dimension’ variable D refers 
to Input→Output, Base→Reduplicant, Output→Output, and so on.  The aim of (a) is to 
require a separate set of constraints for every different dimension, but restrict constraints to 
only one set per dimension. 
 
(7) Featural scale-referring markedness constraints  

(a) For every scale S, for every dimension D there is a set of faithfulness 
constraints F. 

 (b) For every element p in S, there is some f∈ F such that 
 for all elements x in S such that x is equally or more marked than p,  

     D-f(CAND) → V 
•  CAND is a candidate 
•  V is a set of violation marks. 
•  the cardinality of V is the number of distinct /x/→[y] mappings 

along dimension D such that x≠y. 
 (c) There are no other members of F. 
 (d) There are no sets of faithfulness constraints for S on dimension D apart from F. 
 

                                                        
8  See Howe & Pulleyblank (to appear) for a somewhat different approach to scale-referring faithfulness (see 
ch. 7 for discussion). 
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• Example 
To illustrate, for every faithfulness dimension there are four faithfulness constraints 

for the PoA scale | dorsal 〉  labial 〉  coronal 〉  glottal |.  One constraint per dimension 
preserves dorsals alone; it will be informally called IDENT{dorsal} here (see §2.3 for a 
precise formulation of its structural description).  Another preserves both dorsals and 
labials – IDENT{dorsal, labial}; this constraint is violated for every input dorsal or labial 
that does not retain its featural specifications in the output.  For example, /kapa/ → [tata] 
incurs two violations of IDENT{dorsal, labial}.  It is important to point out that the 
constraint requires identity between input and output element: the mappings /k/→[p] and 
/p/→[k] also incur a violation of IDENT{dorsal,labial}.  The other two faithfulness 
constraints are IDENT{dorsal,labial,coronal} and IDENT{dorsal,labial,coronal,glottal}. 
 The effect of the form of these constraints can be seen in quasi-tableau (8).  The 
‘candidates’ are Input→Output mappings from different underlying PoAs.  Each mapping 
is unfaithful; exactly how it is unfaithful is irrelevant, so the outputs are designated [~x] for 
all /x/, where [~x] is some segment that differs solely from /x/ in terms of PoA. 
 
(8)  
 IO-IDENT 

{dors} 
IO-IDENT 
{dors,lab} 

IO-IDENT 
{dors,lab,cor} 

IO-IDENT 
{dors,lab,cor,gl} 

/k/→[~k] * * * * 
/p/→[~p]  * * * 
/t/→[~t]   * * 
/�/→[~�]    * 
  

Quasi-tableau (8) shows the mappings to be in a local harmonic bounding relation.  
In informal terms, the constraints ensure that unfaithfulness to dorsals incurs more serious 
violations than unfaithfulness to every other PoA.  Consequently, unfaithfulness to the 
least marked elements – glottals – is least significant.  In effect, with these constraints it is 
impossible to impose a stricter faithfulness requirement on coronals without imposing the 
same requirements on the more marked labials and dorsals.  The same is true for the 
relation between labials and dorsals. 
 The empirical relevance of local harmonic bounding for faithfulness is discussed in 
chapter 8.  For the moment, it is worth noting the symmetry between the form of 
markedness and faithfulness constraints: for each markedness constraint there is a 
faithfulness constraint that refers to the same set of scale elements.  The net result is that 
the elements that violate the most markedness constraints are also those that are most 
preserved.  The effects of this implication are discussed in chapters 6 and 7. 
 As with the markedness constraints, in order for faithfulness constraints to be in a 
local harmonic bounding relation there can be no faithfulness constraint that preserves a 
lesser marked scale element without also preserving all more marked ones.  A constraint 
such as IDENT[coronal], for example, will preserve mappings from /t/ but not from /k/ or 
/p/.  This predicts that there could be a system in which /t/s excite greater faithfulness than 
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/p/ and /k/, potentially preventing them from undergoing processes that other PoAs 
undergo.  Chapter 7 shows that such a constraint has undesirable empirical consequences. 
 
 
2.2.3  Previous theories 

A leading idea in the present theory is that scale-referring constraints are freely 
rankable.  As shown above, this requirement necessitates sets of constraints that impose 
local harmonic bounding relations between candidates.  There are a number of precursors 
to this idea.  A few are briefly identified here; more detailed discussion of the proposals is 
provided in later chapters, when appropriate (see esp.ch.3). 

Precursors to the stringent idea can be seen in pre-OT work.  For example, 
Clements (1990) argues that the sonority of a segment is calculated by reference to the 
features [sonorant], [approximant], [vocalic], and [syllabic].  The features are in subset-
superset relation with each other: if a segment is [+vocoid], it is also [+approximant] and 
[+sonorant], and so on for each feature value.  To clarify, Clement’s (1990:292) table is 
reproduced here (O=obstruent, N=nasal, L=liquid, G=glide).   
  
 Figure 2.1:  Clements (1990) sonority calculation 
 O < N < L < G  
 – – – – “syllabic” 
 – – – + vocoid 
 – – + + approximant 
 – + + + sonorant 
 0 1 2 3 rank (relative sonority) 
 

In Clement’s theory there is no need to refer to a hierarchy of features to determine 
a segment’s sonority – no particular feature has primacy over the others precisely because 
the features’ values are related to each other in a subset-superset manner.  The present 
approach is loosely related to this idea – there is no fixed ranking because constraints are in 
a local harmonic bounding relation.  

The local harmonic bounding idea can also be found in early OT work, in the 
context of specific analyses.  For example, Kiparsky (1994) uses faithfulness constraints 
similar to the ones outlined above to deal with PoA assimilation in Catalan (an approach 
discussed in detail in chapter 7§7.2), while Green (1993) uses sonority constraints 
analogous to the ones discussed above to deal with syllabification.  Finally, Beckman’s 
(1998) theory of positional faithfulness employs faithfulness constraints that refer to 
morpheme classes in a special-general relation, rather than in a fixed ranking (cf ch.6). 9 

As mentioned above, the most extensive discussion of stringent constraints in 
previous OT work is in a series of lectures by Alan Prince (Prince 1997a,b,c, 1998, 1999).  
Prince shows that stringent constraints can express scale hierarchies, just like constraints in 

                                                        
9  Beckman (1998) proposes that there are faithfulness constraints to roots and non-specific faithfulness 
constraints || FAITH-Root, FAITH ||.  Beckman’s constraints achieve the same result as McCarthy & Prince’s 
(1995) fixed ranking || FAITH-root » FAITH-affix || by means of their stringency relation. 
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a fixed ranking.  I have also argued the same point for scales, primarily in the context of 
prominence-driven stress (de Lacy 1997a, 2000a).     
  Prince also identifies the crucial empirical difference between the stringent 
constraints and Fixed Ranking theories – they differ in their ability to produce conflation 
(also de Lacy 1997a, 2000a).  This point is discussed in more detail in chapter 3.  In the 
present work, the aim is to precisely characterize these differences, expanding on Prince’s 
work and my own. 

To summarize, the requirements that scale-referring constraints be freely 
permutable and effect hierarchical relations can be achieved by invoking harmonic 
bounding.  Harmonic bounding in turn necessitates that scale-referring constraints have 
particular properties: they must assign violations to a contiguous part of the scale, and 
always to the same endpoint.  In short, the violation profile of scale-based constraints must 
be such that they produce local harmonic bounding in the way described above.  The 
requirements provide a guide to determining the structural description of constraints, a 
matter to which we can now turn.  
 
 
2.3  Structural descriptions 

This section contains a proposal about the ‘structural description’ of scale-referring 
constraints: i.e. how constraints refer to scales, rather than how violations are calculated for 
each constraint.  Section 2.3.1 proposes that the structural description of scale-referring 
constraints is most easily stated using a multi-valued feature, generalizing proposals by 
Selkirk (1984), Green (1993), Gnanadesikan (1997), and others.  Section 2.3.2 discusses 
the form of the scale-referring constraints. 

To make the aims of this section clearer, the ‘structural description’ of a constraint 
is distinct from its ‘violation profile’.  For example, there is general agreement regarding 
the violation profile of the well-known constraint ONSET (Prince & Smolensky 1993, 
McCarthy & Prince 1993): ONSET assigns a violation for each vowel-initial syllable.  
However, there is controversy regarding the structural description of ONSET: it has been 
formulated negatively (*σ[V – McCarthy & Prince 1993a), with the ALIGN schema (i.e. 
ALIGN-L(σ,C) – McCarthy & Prince’s 1993b), and in other ways as well.  However, the 
controversy over the structural description does not in any way affect the standard view 
that there is need for a constraint that has the particular violation profile as given above.  In 
other words, the violation profile of a constraint and its structural description may be 
examined separately.  Accordingly, as with ONSET the proposals about scale-referring 
constraints’ structural descriptions in this section are separate from those about their 
violation profiles (presented in the preceding section); the validity of the proposals in this 
section do not depend on the validity of the proposals about violation profiles in the 
preceding section, and vice-versa. 
 
 
2.3.1  Multi-valued features  

I adopt an approach to feature values that is closely related to Prince’s (1983) grid 
theory in that feature values are considered to be a string of elements – x’s and o’s (also see 
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Green 1993).  This approach allows for a formally definable notion of relative similarity; 
this point will prove to be important in providing a formal definition of the structural 
description of scale-referring constraints (§2.3.2). 

I propose that a feature’s value is a string that has the form x0o0, where 0 stands for 
‘0 to any number’.  For example, valid feature values are x, o, xo, xxooo, but not xox or ox.  
This approach will be called the “xo theory”. 
 In effect, every value shows the extent of a scale – a scale of n distinctions has 
values of length n-1.  For example, the feature [nasal] has two values, traditionally [+nasal] 
and [�nasal], so the present approach represents the distinction as [xnasal] and [onasal].  
For ternary features, such as Gnanadesikan’s (1997) consonantal stricture, a string of 
length 2 is used, distinguishing xx, xo, and oo values. 

The xo-theory offers a way to formally express scales.  In this respect, the same 
formal object expresses scales and features: a scale is simply a multi-valued feature.  The 
Place of Articulation scale will serve as an example. 
 
(9) Major Place of Articulation (PoA) Scale 
 | dorsal 〉  labial 〉  coronal 〉  glottal | 
 

The PoA scale is expressed by the feature [Place].  It makes four distinctions, so 
has a feature value string of length 3.  The feature values in (10) match the points on the 
scale. 
 
(10) Multi-valued Place of Articulation features 

[xxxPlace] dorsal 
 [xxoPlace] labial 
 [xooPlace] coronal 
 [oooPlace] glottal 
 

In Prince & Smolensky’s (1993) theory, scales are converted into constraints, while 
in the present theory scales are expressed as features.  The marked value of the scale is 
assigned a string value consisting entirely of x’s, with the length of that string depending 
on the number of distinctions made in the scale.  Every less marked value differs from the 
most marked value in terms of its x content, as seen in the PoA features above. 
 To recap, a grid theory for feature values is employed here, with some slight 
changes: (i) a feature string has the form x0o0, not just x0 and (ii) all features employ this 
formalism, not just stress or multi-valued features.10  Scales are therefore expressed as 
multi-valued features. 
 Of course, this approach is by no means a theory of scales.  The core of the theory 
of scales is in its constraints.  However, a xo approach to feature values does provide a 
formal mechanism for a theory of the structural description of scale-referring constraints.  

                                                        
10  One important difference between grid theory and the present approach is that grid marks for stress encode 
relative similarity rather than absolute values.  In contrast, the xo values encode absolute values: [xxoPlace] 
refers to labials, and so forth. 
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This point is discussed in §2.3.2; the following section discusses the notion of multi-valued 
features in comparison to binary ones. 
 
 
2.3.1.1 Multi-valued and binary features11 

The proposal that there are multi-valued features is somewhat nonstandard, given 
the predilection for binary (2-valued) and privative (1-valued) features in previous work 
(Jakobson, Fant, & Halle 1952, Jakobson & Halle 1956, Chomsky & Halle 1968, Creider 
1986, Steriade 1995b:147-157).   

However, the proposal that there are multi-valued feature is by no means novel.  
Chomsky & Halle (1968) employ a multi-valued feature for stress, and a number of 
researchers have effectively proposed a multi-valued [Sonority] feature (Steriade 1982, 
Selkirk 1984, van der Hulst 1984, Durand 1990, Green 1993).  Ladefoged (1975) and 
Williamson (1977) propose multi-valued laryngeal features, and Stahlke (1975) and many 
others have proposed a multi-valued feature for tone (cf Odden 1995).  Recently, 
Gnanadesikan (1997) has argued that several features are ternary-valued and Clements’ 
(1991) [open] feature can be ‘stacked’, effectively producing multiple distinctions in vowel 
height (also see Clements & Hume 1995, Lindau 1978).  In other words, these theories 
have expanded the set of feature values to include many more distinct elements (usually 
represented by the natural numbers {0,1,2,…}, for convenience). 

The ‘natural number’ approach is only one way to allow multi-valued features.  
Prince’s (1983) grid theory provides another method (also precursors in Kiparsky 1979, 
Selkirk 1984).  Instead of an n-valued [stress] feature, a string of x’s specifies relative 
stress among syllables or moras.  The grid theory approach to multi-valued features has 
frequently been extended to other features: for example, it has been used for sonority with 
gridmarks standing for different sonority levels  (van der Hulst 1984, Milliken 1988, Zec 
1988, Parker 1989, Clements 1990, 1992, Green 1993).12 

In the present work, the grid-theory approach to features is adopted, and extended 
as detailed in the previous section. 
 
• Binary vs Multi-valued features 

Surprisingly few works explicitly compare the virtues of binary and multi-valued 
features.  All of the ones that do – Sommerstein (1977), Creider (1986), and McCarthy 
(1988) – agree with Creider’s statement that “there are surprisingly few phonological 
arguments [against multi-valued features] in the literature”.  In the most recent and detailed 
account, McCarthy (1988:94) states the following, comparing binary- with multi-valued 
features: 
 
                                                        
11  My thanks to the audience at Haskins Laboratories for their comments on a talk closely related to this 
section. 
12  Grid theory is unlike multi-valued features in that gridmarks (and even some multi-valued features) are 
construed as representing relative values for the feature (stress, sonority) (see esp. Selkirk 1984:112, 121).  
This conception sets it apart from Gnanadesikan’s feature value theory, in which features can be ternary-
valued with each value expressing an absolute, not relative, value (although Gnanadesikan’s constraints have 
the effect of relative values).   
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(11) “Are there any differences, then, between these two very different theories of 
essentially the same problem?  Explicit discussion of this question is rare, and the 
arguments raised are unpersuasive, tending to emphasize methodological rather 
than empirical differences.” (McCarthy 1988:94) 

 
  McCarthy observes that arguments presented for one or the other approach are not 
based on empirically testable issues, but instead rely on appeals to theory-internal 
simplicity or ease of implementation (e.g. SPE’s evaluation metric).  McCarthy points out 
that objections to multi-valued features often rest on the assumption that multi-valued 
features automatically introduce the full power of arithmetic to the grammar, allowing 
features to be incremented or decremented by any number.  Of course, the algorithms that 
manipulate feature values are somewhat independent from the form of the features 
themselves.  The same goes for the objection that there is no obvious limit to the number 
of distinctions allowed per feature; again the issue of the maximum number of distinctions 
per feature is entirely separate from the form of the features themselves.  In other words, 
the xo proposal does not introduce the full power of arithmetic operations commonly 
associated with integers.   

More concretely, McCarthy compares a theory such as the one presented in the 
previous section – where there is a single multi-valued [Place] feature – and one that has a 
non-terminal Place node which dominates several independent features ([coronal], [labial], 
[dorsal], etc.).  McCarthy concludes that “all arguments in favour of the class node Place 
apply with equal force to the n-ary feature [Place]” (p.94); the reader is referred to this 
work for further discussion.   

However, McCarthy does raise one argument in favour of the privative Place 
feature approach.  Labial cooccurrence restrictions in Arabic apply across intervening 
segments; thus a stem /btf/ is blocked from appearing faithfully.  McCarthy argues that 
these follows straightforwardly if [labial] and [coronal] are on different tiers, illustrated in 
Figure 2.2 from McCarthy (1988). 

 
 Figure 2.2:  Tiers and multi-valued features (McCarthy 1988) 

(a)  *b t f  (b) b        t              f 

 
          [labial]        [labial]        [xxoPlace] [xooPlace] [xxoPlace] 

       [coronal] 

 
If [labial] and [coronal] are on different autosegmental tiers, it is a straightforward 

matter to explain why labials cannot appear in the output even when non-adjacent: their 
[labial] features are adjacent on a tier, and thus are subject to the OCP.  In contrast, a 
theory with a single [Place] feature (Figure 2.2:b) clearly cannot appeal to tier-adjacency. 
 Within Autosegmental theory, this is clearly a strong argument.  However, recent 
solutions to similar problems have been resolved in non-representational ways (Alderete 
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1997, Suzuki 1998, Fukuzawa 1999).  Constraints that ban multiple instances of the same 
feature value within a certain domain have been employed to deal with such cases: e.g. 
Alderete’s (1997) locally self-conjoined constraint *{labial}2.  These constraints do not 
appeal to tier-adjacency, so they can employ either multi-valued or privative Place 
features. 
 In short, there is no compelling phonological reason to reject multi-valued features 
in favour of binary/privative ones, or indeed to reject binary/privative features in favour of 
multi-valued ones.13  In the present theory, multi-valued features will be assumed to be 
possible. 

As a final note, the proposal that there are multi-valued features by no means 
precludes the existence of binary or privative ones.  In fact, as shown in ch.3§3.5.3, the 
cumulative effect of binary features can be indistinguishable from multi-valued ones for 
scale purposes in certain situations.  However, it is not the case that all multi-valued 
features can be decomposed into several independent binary features.  Two arguments for 
this – (i) natural class behaviour and (ii) conflation – are discussed in ch.3§3.5.3; I leave 
discussion until that point because it refers to examples discussed in that chapter. 
 
 
2.3.2  Constraint form 

This section incorporates the xo theory of feature values into a theory of constraint 
form.  The expression of this theory for markedness constraints is the schema in (12).  F is 
a feature, and v is its value (i.e. a string of x and o’s).   
 
(12) Featural markedness constraint definition 
 *[vF] Assign a violation for every segment that is [v2F] 
   where v is a substring of v2 
 

In a constraint like *[xPlace], x is the value of [Place].  Therefore, *[xPlace] is 
violated by every segment whose [Place] value contains x: i.e. [xooPlace], [xxoPlace], and 
[xxxPlace].    

There is a restriction on the schema in (12): v may only contain x’s.  Certainly, 
constraints may refer to the o values, but not in context-free markedness constraints (see 
§2.4).  Following Green (1993), constraint instantiation is assumed to be complete; in other 
words, there is a constraint *[vF] for every possible length of v, implying that there are also 
*[Place], *[xxPlace] and *[xxxPlace] constraints.  Completeness is built into the schemas 
(3b) and (7b). 

Together, the *[vPlace] constraints – with the restrictions stated above – have the 
desired harmonic bounding effect.  Quasi-tableau (13) illustrates this result. 
  

                                                        
13  Chain shifts have been argued to provide evidence for multi-valued features (e.g. Gnanadesikan 1997 and 
works cited therein), though Creider (1986) argues to the contrary. 
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(13) Harmonic Bounding for PoA Constraints 
  *[Place] *[xPlace] *[xxPlace] *[xxxPlace] 

 � *    
 t * *   
 p * * *  
 k * * * * 
  

As the quasi-tableau shows, the constraints are in a local harmonic bounding 
relation with each other.  *[xPlace] is violated by all segments except [�], while *[xxPlace] 
is violated by only the marked segments [p] and [k].  Every constraint assigns violations to 
a contiguous part of the scale, and every element is a harmonic bound for elements higher 
on the scale in terms of the PoA constraints. 
 The xo theory of feature values plays an important role in providing a structural 
description that produces harmonic bounding.  To produce harmonic bounding, the 
structural description of the scale-referring constraints needs to refer to a relation of 
inclusion between the members of the scale.  So, any structural description that includes 
[p] must also include [k], and so on.  The xo theory allows reference to inclusion in a 
straightforward way via the substring relation. 
 
• No covert disjunction 

In contrast, theories without the xo representation offer no easy formal way to refer 
to sets of features.  For example, a theory with a set of privative PoA features – [glottal], 
[coronal], [labial], and [dorsal] – offers no straightforward method of referring to the set 
{[labial], [dorsal]}.  A constraint such as *{[labial], [dorsal]} “Assign a violation to a 
segment that is either [labial] or [dorsal]” introduces a great deal of formal apparatus to the 
theory of constraint form.  More precisely, a disjunction operation is introduced: a 
violation is assigned if the segment is [labial] or [dorsal].  Certainly, theories have 
proposed constraint conjunction operations, as in Local Conjunction (Smolensky 1993); a 
conjoined constraint such as *[labial]&*[dorsal] is violated only if both *[labial] and 
*[dorsal] are violated within some domain.  However, the constraint *{[labial], [dorsal]} is 
disjunctive, violated if either *[labial] or *[dorsal] are violated within the domain of a 
single segment: i.e. *[labial]∨ *[dorsal].  The addition of a disjunction to structural 
descriptions greatly expands the possible space of constraints and goes no way toward 
explaining why it is that *[labial] and *[dorsal] form a disjunctive constraint while, for 
example, *[coronal] and *[dorsal] do not.14   

The proposal presented above does not covertly implement a disjunction operator 
in constraint form.  Certainly, the interpretation of the constraints does allow for a 
disjunctive evaluation: *[xxPlace] effectively assigns violations to segments that are 
[xxoPlace] or [xxxPlace].  However, this formalism has nothing of the power of a 
disjunction operator.  For example, the present proposal does not allow different features to 
be disjoined.  A constraint that assigns a violation to all segments with either feature f1 or 

                                                        
14  This contrasts with Crowhurst & Hewitt’s (1997) constraint disjunction, with which constraints – not the 
elements of their structural descriptions – may be disjoined.  See ch.3 for discussion. 
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feature f2 is not possible in the present approach – constraints only refer to different values 
of the same feature.  Moreover, the present approach does not allow any arbitrary pair of 
feature values to be disjoined: only adjacent values are effectively disjoined.  For example, 
there is no constraint that assigns a violation to a segment only if it is [xooPlace] or 
[xxxPlace], since [xoo] and [xxx] are not contiguous feature values. 

In short, while the effect of the present approach has the flavour of disjunction, it 
has very little of the power of a disjunctive operator.  The disjunction approach and its 
empirical consequences are discussed further in chapter 3§3.4.2. 

 
• Faithfulness 

Schema (14) is for scale-referring faithfulness constraints; again F is a feature and v 
is its value. 
 
(14) Schema for faithfulness to featural scales 

IDENT[vF] If segment α is [v2F] and v is a substring of v2, 
 then α' (the correspondent of α) is [v2F]. 
 

For example, IDENT[xPlace] requires every input segment with a Place value that 
includes x to retain its input specification in the output.  More concretely, IDENT[xPlace] 
requires coronals to surface as coronals, labials as labials, and dorsals as dorsals, but is not 
violated if glottals do not surface faithfully.  Similarly, IDENT[xxPlace] is violated only if 
input labial and dorsal segments do not have output correspondents with the same PoA; it 
is not violated if glottal or coronal PoA is not preserved.  The form of this constraint 
schema and its empirical effects are discussed in detail in chs.5-8. 
 
• Summary 

To summarize, ‘scale-referring constraints’ are standard markedness constraints, 
with the structural description given in (12) above.  In this way, the theory of scale-
referring constraints is integrated into a general theory of markedness and features. 
 The proposal that scales are expressed as multi-valued features (almost) reduces the 
theory of scale-referring constraints to a simple generalization: there is a separate 
markedness and faithfulness constraint for every value of every feature.  For example, the 
Place of Articulation scale is expressed by a set of constraints that refers to all four values 
of the [Place] feature.  The restriction is that constraints may only refer to x values (except 
for special circumstances discussed in §2.4), and do so in the ‘substring’ manner encoded 
in the constraint schemas in (12) and (14).  Thus, the theory of scales presented here 
almost reduces to the theory of multi-valued features and how they in turn express scales. 
 
 
2.4  Scales and structure 

Scale-referring constraints often mention a structural position.  For example, Prince 
& Smolensky (1993) propose that the positions ‘syllable peak’ and ‘syllable margin’ are 
combined with the sonority scale to produce sets of constraints that influence 
syllabification.  Similarly, Kenstowicz (1996) has proposed that the sonority scale can 
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combine with the structural position ‘foot head’ (i.e. the stressed syllable of a foot) and 
‘foot margin’, and I have proposed the same for tone (de Lacy 1999a, 2002b).  This section 
presents proposals about constraints that combine scales with structural elements. 
 Structure-reference in scale constraints raises two questions: (i) what are the 
structural elements with which scales may combine? and (ii) which scales may combine 
with structural elements, and which ones cannot? 
 Section 2.4.1 presents proposals that the structural elements found in scale-
referring constraints are always one of two elements: the Designated Terminal Element 
(DTE) and non-DTE, adapted from Liberman & Prince (1977).   

Section 2.4.2 claims that there are general restrictions on which constraints may 
combine with structural positions in constraints: prosodic scales must combine with 
structural elements while featural scales must not. 
 
 
2.4.1  DTEs and non-DTEs 

I propose that scales can only combine with one of two structural elements: the 
Designated Terminal Element (DTE) and non-DTE, defined in (15) and (16) respectively.  
The notion of ‘DTE’ is taken from Liberman (1975) and Liberman & Prince (1977), but is 
extended in having ‘non-DTEs’ and reference to two elements in the definition.  Related 
proposals are found in Selkirk (1998, 2000), Zec (2000), and my own work (de Lacy 
1999a).  Works that specifically discuss the phonological relevance of non-DTEs 
(especially non-heads of feet) are Kenstowicz (1996), Ping (1999), and de Lacy (2002b). 
 
(15) Definition of DTE 
 DTE(α ,β) =def A node n of type β is the DTE of prosodic category α iff the path from 

n to α consists of an unbroken chain of prosodic heads. 
 
 A ‘path’ from n to α starts with node n and goes through all nodes that (i) dominate 
n and (ii) are dominated by α.   
 
(16) Definition of non-DTE 
 non-DTE(α ,β) =def  a node n of type β is a non-DTE of α iff 
    (i) n is (transitively) associated to α 
  and (ii) n is not a DTE(α ,β) 

 
 The definitions presented above differ from Liberman’s (1975) and Liberman & 
Prince’s (1977) original conception in two ways.  One is the notion ‘non-DTE’.  The other 
is that DTEs are 2-place elements: DTE(α ,β) refers to the node that is of type β and 
dominated by an unbroken chain of prosodic heads to α.  For example, DTE(Ft,µ) (read as 
“the mora-DTE of a foot”) refers to all those head moras that are dominated by head 
syllables that are dominated by feet; in comparison, DTE(Ft,Rt) refers to the head root node 
dominated by the head mora dominated by the head syllable of a foot.  For discussion of 
why the β argument is necessary, see §2.4.1.1. 
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 Every node on the prosodic plane is taken to be marked as a head or non-head; 
moras, syllables, and feet are marked for headedness, as are root nodes.  Since the 
definition of the DTE crucially relies on the notion ‘prosodic head’ it inherits the main 
property of heads: for every prosodic node α there is only one DTE of α.15 
 The arguments α and β can be any member of the prosodic hierarchy, from the root 
node to the Utterance Phrase node.  Selkirk (1998) has argued that there are DTEs for 
every prosodic category for tone (also see de Lacy 1999a); Zec (2000) has explored a 
similar idea for sonority.  Further evidence for this claim is provided in chapter 4. 
 
•  Exemplification I: inside the syllable 
 The structures in Figures 2.3 and 2.4 aim to clarify the definition of DTE.  Figure 
2.3 is the syllable [kæt].  A superscript + marks a node as a head and a superscript - as a 
non-head; the symbols [k], [æ], [t] are root nodes.  The σ node is not marked as either a 
head or non-head since its head status is irrelevant in determining its DTEs in this 
structure.   
 
 Figure 2.3:  DTEs below the syllable 
    σ 
 
  ∆(σ,µ)  µ+ µ-          -∆(σ,µ)     
 
 -∆(σ,Rt)  k- æ+  t+ 

 
  -∆(µ,Rt)  ∆(σ,Rt) ∆(µ,Rt)     -∆(σ,Rt) 
 
 The root-node DTE of the syllable ∆(σ,Rt) is the head root node dominated by a 
chain of heads to the σ node.  Only the root node [æ] in Figure 2.3 meets this description – 
it is a head and it is dominated by a head mora which in turn is dominated by the σ.   
 In contrast, [t] is a non-DTE of the syllable: -∆(σ,Rt); [t] is not associated to the σ 
node by an unbroken chain of heads – it is dominated by a non-head mora.  [k] is a -∆(σ,Rt) 
as well, but because it is not a head. 
 The leftmost mora in Figure 2.3 is a mora-DTE of the syllable: it is a head mora 
dominated by an unbroken chain of prosodic heads (of length 0 in this case) to a syllable 
node. 
 Part of the usefulness of DTEs is that a node may be a DTE of some category but a 
non-DTE of another (necessarily higher) category.  For example, [t] in Figure 2.3 is a non-
DTE of the syllable, but it is a mora DTE: [t] is a head that is dominated by an unbroken 
chain of heads – in this case a 1-length chain – to the µ node.  This dual nature proves to 
have significant empirical consequences, as discussed in later chapters (esp. ch.4§4.4).  In 
any case, it is important to recognize that the majority of elements are both DTEs and non-
DTEs of some category.  The DTE of the Utterance Phrase (i.e. the highest prosodic unit) 
                                                        
15  The idea that every constituent contains one and only one head has persisted in work on the Prosodic 
Hierarchy and has been embodied in the (probably inviolable) OT constraint HEADEDNESS of Selkirk (1995) 
and Ito & Mester (1992) (cf Crowhurst 1996). 
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is the only element that is not a non-DTE of any category.  Some elements are perpetual 
non-DTEs, though.  For example, [k] in Figure 2.3  (i.e. an onset) is not a DTE of any 
category, since it is a non-head of the lowest prosodic level (i.e. µ). 
 
•  Exemplification II: inside the PrWd 
 The dual DTE-nature of terminal elements is more evident in larger structures, as in 
the PrWd in Figure 2.4.  The figure below identifies the root-node DTEs and non-DTEs; 
DTEs are shaded. 
 
 Figure 2.4: DTEs and non-DTEs in the PrWd 
                     PrWd 
         
      Ft +                     Ft - 

       
           σ +     σ +          σ - 
     
             µ +    µ -        µ +   µ -       µ + 
 
  p- a+ t- e+ u+ k- i+ s- 

 PrWd -∆ ∆ -∆ -∆ -∆ -∆ -∆ -∆ 
 Ft -∆ ∆ -∆ ∆ -∆ -∆ -∆ -∆ 
 σ -∆ ∆ -∆ ∆ -∆ -∆ ∆ -∆ 
 µ -∆ ∆ -∆ ∆ ∆ -∆ ∆  
 

[a] is the DTE of the Prosodic Word in Figure 2.4, while every other element is a -
∆PrWd.  Similarly, [a] and the schwas are DTEs of a foot, while all other root nodes are foot 
non-DTEs.  This table makes it clear that an element may be a DTE for one constituent but 
not for another.   
 Another point that emerges in Figure 2.4 is that it is possible for a root node to have 
no DTE status with respect to some constituent.  The word-final [s] in  is neither a ∆µ nor a 
-∆µ since it is not dominated by a mora.16  In effect, then, no constraint of the form *∆µ≤x 
or *-∆µ≥x will apply to it.  This situation is only possible when strict layering is violated.  
The empirical effects of this fact are discussed in chapter 4§4.4. 
 Traditional notions such as ‘syllable peak’ and ‘margin’ can be expressed as DTEs 
and non-DTEs.  For example, the peak (i.e. nucleus) of a syllable is ∆(σ,Rt), while the 
margin (onset and coda) is -∆(σ,Rt).  Further constituents such as onset, rime, and coda can 
also be expressed in this system. 
 As a final note, the present theory is not a theory of prosodic structure (cf Selkirk 
1984), but rather is a theory of reference to prosodic structure.  Thus, the DTE proposal has 

                                                        
16  The attachment of [s] directly to the σ node is meant to show the DTE status of an element that does not 
obey Strict Layering (Selkirk 1984).  Depending on the theory of syllable structure adopted, non-strict 
layering may be banned (cf Selkirk 1995). 
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no bearing on whether elements may be extraprosodic, or whether feet may be ternary, and 
the like.   
 
 
2.4.1.1 Constraint form 
 DTEs and non-DTEs form the structural prominence scale | ∆(α ,β) 〉 -∆(α ,β) |, 
generalizing P&S’s peak-margin structural scale.  More precisely, there are several DTE 
scales, one for each possible specification of α: i.e. | ∆(σ,β) 〉  -∆(σ,β) |, | ∆(Ft,β) 〉 -∆(Ft,β) |, and 
so on for each prosodic category.  Every DTE scale combines with every prosodic scale to 
form a set of scales, one for each distinct α,β specification. 

At this point, it is important to emphasize the role of the β part of the DTE 
definition.  As an example, ∆(Ft,σ) refers to the head syllable of a foot, while ∆(Ft,µ) refers to 
the head mora of the foot.  In principle every value of α,β for DTEs can be combined with 
scales to form constraints.  However, most of these constraints will be vacuously satisfied 
depending on the scale.  For example, on the assumption that tone associates to moras, the 
only relevant DTEs and non-DTEs for the tonal scale will be those that are moras: i.e. 
∆(α ,µ) and -∆(α,µ).  In contrast, sonority is considered a property of root nodes here, so the 
only relevant DTEs and non-DTE combinations are ∆(α ,Rt) and -∆(α,Rt).

17  Since it will be 
self-evident which type of DTE is relevant depending on the scale discussed below, the β 
part of the DTE definition will not be supplied from now on unless it is directly relevant. 
 As an example, the constraints that refer to the tonal scale will be discussed here 
(Ping 1996, 1999; de Lacy 1999a, 2002b).  The tonal scale used here has three distinctions: 
| L 〉  M 〉 H |.18  The feature [Tone] represents this scale, with the values in (17).   
 
(17) Multi-valued tone features 

[ooTone] High 
 [xoTone] Mid 
 [xxTone] Low 
 

Constraints that refer to the tonal scale also mention DTEs.  Schematically, the 
DTE-tone constraints are as in (18).  Recall that the scale reverses in combination with 
non-DTEs. 
 

                                                        
17  This fact limits the number of constraints that can be active in a grammar in a practical sense.  However, 
this in no way inhibits generation of the constraints.  Given a prosodic hierarchy with 9 elements, and two 
structural elements (∆, -∆), there are 162n markedness constraints for each prosodic scale with n elements.  
As pointed out above, effectively only 36n constraints are any use in practice for any scale.  Of course, this 
means that CON contains a large number of scale-referring constraints.  The sheer number of constraints is of 
no concern though: what is important is that (a) the constraints are empirically adequate and (b) the 
constraints have a common well-defined source – i.e. the schemas identified in this chapter (cf McCarthy & 
Prince’s 1993a ALIGN, and McCarthy & Prince’s 1995 IDENT, which also describe large numbers of 
constraints). 
18  It is quite possible that the Tonal Prominence Scale is a total order of all possible heights, which may 
number as many as six (Odden 1995:453ff).  The examples I have collected only offer evidence for three 
tone height distinctions in relation to stress, so this conservative form of the hierarchy is presented here (de 
Lacy 1999a, 2002b).   
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(18) DTE-Tone constraints 
(a) DTE constraints:   *∆α/xxTone, *∆α/xTone 

 (b) Non-DTE constraints:  *-∆α/oTone, *-∆α/ooTone 
 

The constraints in (18) follow the general schema for prosodic markedness 
constraints, given in (19). 
 
(19) Prosodic markedness constraints with DTEs – definition 
 *∆(α,β)/[vF] “Incur a violation for every segment that  
   (1) is a β-DTE of α 
  and  (2) is [v2F], where v is a substring of v2.” 
   •  v consists solely of x elements. 
 

For example, the constraint *∆ω/[xTone] is violated by every PrWd DTE that has a 
[Tone] specification that contains an x: i.e. [xxTone], [xTone].  In other words, the 
constraint is violated by mid- and low-toned primary stressed syllables.   

The constraints can be expressed in somewhat more transparent notation using the 
symbols ≥ and ≤.  For example, *∆α/xTone can be expressed as *∆α≤M, meaning “Assign 
a violation to a DTE that is associated to a mid tone or a tone lower (i.e. more marked) on 
the scale (i.e. L)”.  Similarly, *-∆α≥M means “Assign a violation to a non-DTE that is 
associated to a mid tone or a tone higher (i.e. less marked) on the scale (i.e. H)”.  This 
notation will be used from now on for the sake of brevity. 
 As P&S observe, the relation of scales to structural combinations is reversed in 
non-DTE constraints.  In their example, voiceless stops are the most marked syllable 
peaks, but least marked margins (see Dell & Elmedlaoui 1988).  In the case above, low 
tone is the most marked element for DTEs, while it is the least marked for non-DTEs.  In 
the present theory the scale reversal is formally expressed by a difference in the feature 
value used: for DTEs it is x while for non-DTEs it is o.19 
 
(20) Prosodic markedness constraints with non-DTEs – definition 
 *-∆(α,β)/[vF] “Incur a violation for every segment that  
   (1) is a β-non-DTE of α 
  and  (2) is [v2F], where v is a substring of v2.” 
   •  v consists solely of o elements. 
 

For example, the tonal non-DTE constraints for PrWd non-DTEs are 
*-∆PrWd/[οοTone] (a ban on high-toned non-DTEs), *-∆PrWd/[οTone] (banning high- and 
mid-toned PrWd non-DTEs), and *-∆PrWd/[Tone] (which bans all tones on PrWd non-
DTEs). 
 It is worth noting that the difference between DTE and non-DTE constraints does 
not follow from any part of the theory – it must be stipulated that scales reverse.   
                                                        
19  It could be that -∆ constraints have the form “Incur a violation if v is not a substring of v2.”, eliminating 
the need to refer to o values.  However, this formulation introduces negation – a potentially undesirable 
operation in constraint form. 
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•  The sonority constraints 
 As a more extended example, the sonority scale presented in chapter 1, and 
repeated below, distinguishes 12 steps: 
 
 Figure 2.5:  The Sonority Hierarchy 

(a) Consonant sonority  
 
 

voiceless 
stops 

〉  
voiced 
stops 

〉  
voiceless 
fricatives 

〉  
voiced 

fricatives 
〉  nasals 〉  liquids 〉  glides 〉  … 

 (b) Vowel sonority 

… 
high 

central 
vowels 

〉  
mid 

central 
vowels 

〉  
high 

peripheral 
vowels 

〉  
mid 

peripheral 
vowels 

〉  
low 

peripheral 
vowels 

 
Since the scale distinguishes 12 steps, there is a feature [Sonority] with a feature 

value string of length 11.20  Voiceless stops are [xxxxxxxxxxxSonority], while [a] is 
[oooooooooooSonority].  Since this notation is difficult to read, the ≥ and ≤ notation 
introduced above will be used from now on.  Using this notation, the DTE equivalent of 
P&S’s peak and margin constraints are given below.  A capitalized coronal member stands 
for the entire manner of articulation (e.g. T stands for voiceless stops, from [t]). 
 
(21) DTE+sonority Constraints 
 (a)  *∆σ≤T, *∆σ≤D, *∆σ≤S, *∆σ≤Z, *∆σ≤N, *∆σ≤L,  

*∆σ≤i, *∆σ≤�, *∆σ≤{ i,u}, *∆σ≤{ e,o}, *∆σ≤a 
 (b)  *-∆σ≥a, *-∆σ≥{ e,o}, *-∆σ≥{ i,u}, *-∆σ≥�, *-∆σ≥i 

*-∆σ≥L, *-∆σ≥N, *-∆σ≥Z, *-∆σ≥S, *-∆σ≥D, *-∆σ≥T 
 

As an example, *∆σ≤{�} assigns violations to root-DTEs of σ nodes (i.e. syllable 
nuclei) with sonority of less than or equal to mid central vowels. 
 The DTE of a syllable (∆σ) is the element that is the head of the syllable and 
associated to a σ node by an unbroken chain of heads (see (15)).  This concept of ∆σ 
correlates with the syllable ‘peak’, while -∆σ relates to the syllable margin.  As with the 
Tone constraints, the sonority scale is reversed in combination with non-DTEs: the best 
peak is the worst margin, and vice-versa. 
 Of course, the sonority scale does not only combine with syllable DTEs, but with 
DTEs of every other level.  These constraints will be discussed in the following chapters, 
when they become relevant. 
 This introduction to DTEs and non-DTEs concludes with the note that all DTE-
referring constraints are freely permutable.  There is no fixed ranking between constraints 
based on the type of DTE element; evidence that constraints that refer to *∆(α ,β) do not 
universally outrank *-∆(α,β) constraints or vice-versa is presented in chapter 4.  Similarly, 

                                                        
20  See Parker (2002) for the same conclusion – that sonority is a single unified multi-valued feature.  Chapter 
3§3.5.3 discusses proposals in which sonority is constructed from smaller scales. 

Paul de Lacy 

 49 

there is no need to impose a fixed ranking between constraints that differ in their value for 
α or β: *∆(α ,β) constraints do not universally outrank constraints that refer to *∆(α+1,β), or 
vice-versa. 
 To repeat a point made in ch.1, the proposal that scales combine with DTEs and 
non-DTEs in different ways means that the traditional notion of ‘markedness’ does not 
apply directly to certain scales.  For example, there is no real sense in which the sonority 
category ‘low vowel’ is unmarked.  Instead, markedness of prosodic scales depends on the 
structural element with which they combine.  So ‘low vowel’ is the least marked category 
in terms of DTEs, but the most marked for non-DTEs. 
 In contrast, markedness is easily applied to featural scales: since featural scales do 
not combine with DTEs, the least marked element remains consistent across contexts.  So, 
‘glottal’ is always the least marked PoA element. 
 
 
2.4.2  Featural and prosodic scales 

While DTEs combine with some scales (e.g. Tone, Sonority), they do not combine 
with others.  For example, chapter 3§3.5 shows that the PoA scale cannot combine with 
structural elements.  If it could, a constraint such as *σ �/[dorsal] would exist in CON, 
predicting an unattested type of stress system: one where stress is sensitive to Place of 
Articulation.  In contrast, some scales only appear in constraints with DTEs.  For example, 
the sonority scale cannot form a set of context-free constraints of the form *[vSonority], 
where v is some value, since these constraints also produce unattested systems (see chapter 
3§3.5.2).  Accordingly, a theory of scales must identify the scales that must appear with 
DTEs and the scales that must not. 
 I propose the restriction in (22). 
 
(22) The Scale-Structure Combination Restriction 

(a) Scales that refer to prosodic properties (e.g. tone, sonority) always combine 
with prosodic elements in constraints. 

 (b) Scales that refer to subsegmental properties (e.g. voice, Place of Articulation) 
never combine with prosodic elements in constraints. 

 
A ‘Prosodic’ scale refers to non-segmental features like tone, sonority, and 

prosodic structure, while featural scales include those features commonly regarded as 
dependents of the root node (e.g. [voice], Place, [nasal], and so on).  So, there are no 
constraints of the form *∆≤[vPlace], or *-∆≥[vNasal], and so on.  Similarly, all constraints 
on sonority or tone must mention a (non-)DTE.  This proposal is discussed further in 
chapters 3 and 4. 
 As stated above, the ‘prosodic’ scales include the Tonal scale and Sonority scale.  
Tone has not been considered a subsegmental feature since Leben (1973) and Goldsmith 
(1976).  Sonority is standardly considered a property of entire segments (or root nodes), 
unlike subsegmental features like place of articulation.  This follows the spirit of 
McCarthy’s (1988) proposals that major class features reside in the root node, and that 
major class features are essential in defining sonority (Clements 1990, Rice 1992).  Thus, 
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sonority is a property of the root node rather than being a dependent feature, unlike [voice] 
or [nasal].  These scales are dubbed ‘prosodic’ here, with the further claim that only these 
sorts of scales can combine with structural scales while featural scales cannot. 
 The generalization made above has broad consequences.  It prevents positional 
markedness constraints to subsegmental features: there are no constraints like 
*∆PrWd≤[labial], or *∆µ/[�voice].  Chapter 3 shows that such a restriction is necessary in 
relation to subsegmental features and ∆Ft and ∆PrWd.  To summarize the argument, if there 
were constraints such as *∆PrWd≤[labial], stress placement would be potentially sensitive to 
Place of Articulation – a situation that never happens.   

Inside the syllable, a number of researchers have argued that markedness 
constraints that refer to the relation between constituents and subsegmental features are 
necessary (e.g. Ito 1986, Zoll 1998).   

As a note on Beckman’s (1998) Positional Faithfulness theory, it may seem that 
(22a) precludes positional faithfulness constraints such as onset-IDENT[voice] since this 
faithfulness constraint refers to a prosodic position and a subsegmental feature.  However, 
this is outside the scope of (22).  (22) prevents the general algorithm that generates 
constraints from (or relates constraints to) scales from producing full sets of (non-)DTE-
referring scale constraints.  This explains why there are no faithfulness constraints such as 
-∆PrWdIDENT{i,u}, for example (see ch.9).  However, the proposal does not prevent an 
entirely different algorithm from producing DTE-referring constraints.  Beckman’s 
Positional Faithfulness theory is just such another algorithm – it combines a small set of 
prosodic positions with scales in a totally independent way from the scale-combination 
processes proposed here.  Note that the set of prosodic elements that Positional 
Faithfulness allows to combine with scales is a small subset of those of the DTE theory 
(i.e. onsets, stressed syllables), and even elements that are not definable using DTEs and 
non-DTEs (e.g. root-initial syllables).  In short, the present theory and Positional 
Faithfulness can potentially coexist.   

Of course, empirical restrictiveness will ultimately determine which theories can 
coexist with the present proposals.  The present work aims to argue that all the constraints 
proposed here are necessary; in some cases it requires that certain types of constraint must 
not exist – as for combinations of DTEs with featural scales. 
 For the purposes of this dissertation (22) is taken to be axiomatic; its reduction to 
other principles is left for future work. 
 
 
2.5  Summary 

The contents of the preceding sections can be summarized as a series of proposals 
about scale-referring constraints: 
 
• Proposal: The ranking of scale-referring constraints is freely permutable (§2.3). 

Leads to: 
Local Harmonic Bounding: Both markedness and faithfulness constraints must 

refer to a range of a scale. 
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• Proposal: Prosodic scales must combine with structural elements in constraints; 
Featural scales cannot do so (§2.4). 
Related Proposal: 
 Scale-referring constraints may only refer to the structural elements ‘DTE’ and 
‘non-DTE’. 

 
• Proposal: Scale-reference is consistent across constraint types. (§2.5) 

Leads to: 
Faithfulness to the Marked: If a faithfulness constraint preserves a scale element, 

then it also preserves every more marked scale element.  
 
The following chapters examine the empirical consequences of the proposals presented 
above.   
•  Chapter 3 is devoted to showing that the ranking of scale-referring markedness 
constraints is freely permutable.  This result necessitates that they be in a local harmonic 
bounding relation. 
•  Chapter 4 aims to show that reference to both DTEs and non-DTEs is necessary.   
•  Chapter 5 provides an extended discussion of scale-referring faithfulness constraints. 
•  Chapters 6 and 7 present evidence for the Marked Reference hypothesis, showing that all 
scale-referring faithfulness constraints preserve the most marked element. 
•  Chapter 8 provides evidence that faithfulness constraints must be freely rankable. 
•  Chapter 9 presents a summary of the proposals and their empirical consequences. 
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CHAPTER 3 
 
 

MARKEDNESS AND CONFLATION 
 

 
 
3.1 Introduction 

The aim of this chapter is to show that scale-referring markedness constraints must 
be freely rankable.  The proposal that scale-referring markedness constraints are stringently 
formulated – i.e. that they refer to ranges of scales (ch.2§2.2.1) – follows from free 
ranking; without free ranking the constraints would be unable to express hierarchical 
relations, as established in chapter 2.   
 As Prince (1997 et seq.) shows, evidence that scale-referring markedness 
constraints are freely rankable comes from category conflation – the elimination of 
category distinctions for a particular process.  To introduce conflation, the complementary 
notion ‘categorization’ will be discussed first (from de Lacy 1999a). 

‘Categorization’ refers to the distinctions that languages can potentially make 
between different categories for some process.  For example, the Papua New Guinea 
language Kobon distinguishes amongst peripheral low, mid, high, and central mid and high 
vowels in stress placement, with stress falling on the most sonorous vowel available 
(Davies 1981, Kenstowicz 1996).  The Kobon system shows that each of the mentioned 
types is a different category for stress purposes. 
 However, not every language makes the full range of possible category distinctions.  
Some collapse – or ‘conflate’ – categories, treating them in the same way for stress 
purposes.  Kenstowicz (1996) was the first to recognize the significance of conflation for a 
theory of scales.   

As an example, stress in Gujarati is sensitive to sonority but makes no distinction 
between high and mid vowels.  Like Kobon, stress seeks out low vowels (1b), and avoids 
stressed schwa (1c), but it does not avoid high vowels for mid vowels or vice-versa (1d), 
showing that the two categories are effectively treated as one. 
 
(1) Gujarati stress in brief 
 (a) Default stress on penult 
  [aw�ána]   ‘coming’ [bólo]  ‘speak (imperf.)’ 
  [p��t���]   ‘kite’ [júrop]  ‘Europe’ 
  [sá�a]  ‘plus ½’ [kh�míso]  ‘shirts’ 
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 (b) Avoidance of stressed non-low vowels 
  [h��án]  ‘distressed’ [�iká�] ‘a hunt’ 
  [bolát�]  ‘is/are spoken’ [nuksán] ‘damage’ 
 (c) Avoidance of stressed schwa 
  [kój�ldi]  ‘little cuckoo’ [wísm���n]  ‘forgetfulness’ 
  [búk�	o]  ‘a mouthful’ [púst�kne]  ‘book’ 
 (d) No avoidance of stressed high vowels 
  [t�hok�ío]  ‘girls’ [khe�ío]  ‘inkstand’ 
 
 Categorization and conflation are relevant for phenomena apart from stress.  The 
same issues arise in syllabification and every other sonority-related prosodification 
process.  For example, tonal distinctions can also be conflated for stress purposes (ch.4, de 
Lacy 1999a), and distinctions between different types of prosodic structure are often 
collapsed in stress assignment (de Lacy 1997a).  In short, not only must scale-referring 
constraints capture the hierarchical relations implicit in scales, they must also allow for 
elements of a scale to be treated identically in some grammars. 

Conflation is key evidence for the stringent approach (Prince 1997 et seq., de Lacy 
1997a, 2000a).  In fact, conflation casts a different light on what a scale informally 
expresses.  A scale such as | x 〉  y | does not imply that “x is always more harmonic than y”.  
Instead, it expresses the idea that “y is never more harmonic than x”, allowing for the 
possibility that x and y can be equally harmonic in some grammar.  More concretely, the 
partial sonority scale | e,o 〉 a | does not imply that stressed [a] will always be treated as 
more harmonic than stressed mid vowels, since in some languages (e.g. Nganasan – §3.3) 
they are treated in the same way.  Instead, it implies that stressed mid vowels will never be 
more harmonic than stressed [a]: stress will never actively avoid [a] in favour of mid 
vowels. 

This chapter explores the significance of conflation and characterizes the general 
differences between the stringent approach and one with constraints in a fixed ranking (cf 
Prince & Smolensky 1993 – sonority-driven syllabification, Kenstowicz 1996 – sonority-
driven stress, de Lacy 2002b – tone-driven stress). 
 The aims of this chapter are: 

(1) To show the need for freely rankable constraints.  This is achieved through an 
analysis of sonority-driven stress in the Uralic language Nganasan in §3.3.  A brief 
synopsis of why constraints in fixed rankings cannot produce all attested conflations is 
discussed in §3.3 and expanded in §3.6. 

(2) To show that the particular constraints proposed here are needed, as opposed to 
some other theory with stringent constraints.  Section 3.4 is devoted to this point; it 
contains an analysis of ‘environment-specific’ conflation in Gujarati stress.  This type of 
conflation excludes systems that are only partially stringent, and certain approaches that 
generate stringent constraints through constraint operations (e.g. constraint encapsulation – 
Prince & Smolensky 1993, disjunction – Crowhurst & Hewitt 1997). 
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(3) To identify the typology of conflations possible with the present theory’s 
constraints.  Section 3.5 shows that some conflations are required, others optional, and yet 
others impossible. 

(4) To identify precisely which conflations Fixed Ranking theories cannot produce 
– discussed in §3.6. 

Section 3.7 contains a summary. 
 To start, §3.2 discusses the sonority scale, the markedness constraints that refer to 
it, and which of these are relevant for sonority-driven stress. 
 
 
3.2  The sonority scale and constraints 

The vocalic part of the sonority scale is relevant in this chapter, so this section 
presents proposals about sonority distinctions between vowels and how they relate to the 
present theory’s constraints. 

In broad terms, there is a good deal of consensus about the ranking of elements in 
the sonority hierarchy (see discussion in Parker 2002).  In contrast, there is a great deal of 
disagreement over how many sonority distinctions there are (Sievers 1881, de Saussure 
1915, Hooper 1972, Kiparsky 1979, Steriade 1982, Selkirk 1984, Venneman 1988, 
Clements 1990, Rice 1992, Gnanadesikan 1997, Parker 2002).  This dissertation takes the 
view that the sonority hierarchy encodes a relatively large number of distinctions.  The 
basis for the ones made in Figure 3.1 is processes that are commonly considered to be 
sensitive to sonority: i.e. syllabification and sonority-driven stress (see Crosswhite 1999 
for vowel neutralization).   

Among the vowels the categories in Figure 3.1 are distinguished here, analogous to 
Kenstowicz (1996:9).21  Scale (Figure 3.1a) gives the category labels, and (Figure 3.1b) 
lists the members of the categories. 
 
 Figure 3.1:  Vowel sonority scale 
 (a) high 

central 
vowels 

〉  
mid 

central 
vowels 

〉  
high 

peripheral 
vowels 

〉  
mid-high 
peripheral 

vowels 
〉  

mid-low 
peripheral 
vowels 

〉  
low 

peripheral 
vowels 

             
 (b) i u 〉  � 
 � � 〉  i y � u 〉  e  ø 
 o 〉  � � � � 〉  æ a � � � 

 
The sonority distinctions among vowels relate to two dimensions: height and 

peripherality.  The primary distinction is peripherality, which separates the central vowels 
from the others.  Within the classes of ‘peripheral’ and ‘central’, vowels are distinguished 
by height: lower vowels are more sonorous than higher vowels.  So, [a] is more sonorous 
than [e] and [o], which are in turn more sonorous than [i] and [u]; similarly, mid [�] is 
more sonorous than the high central vowel [i].   

                                                        
21  See Parker (2002) and references cited therein for discussion of possible substantive bases for the sonority 
scale, or lack thereof (Clements 1990, Dogil & Luschützky 1989, Kawasaki 1982, Ohala 1974, 1990).  This 
issue is not of concern here; the aim of the present theory is to provide an account of the formal expression of 
scales, not whether and how they are substantively grounded. 
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Voiceless vowels and the tense-lax distinction are not mentioned above, primarily 
because the cases in the following chapters contain no evidence for their sonority ranking.  
I have found no evidence that nasalisation or glottalisation affect the sonority of vowels, 
nor have I found compelling evidence for sonority distinctions in terms of frontness and 
backness.22 
 Phonological evidence for the sonority distinctions made above will be presented in 
the following sections. 
 
 
3.2.1  The constraints 

As discussed in chapter 2, the sonority hierarchy is considered to be a multi-valued 
feature [Sonority].  With the vowel and consonant hierarchies combined, the sonority scale 
above distinguishes thirteen categories.  Accordingly, the value returned by the [Sonority] 
feature is a string of length 12.  So, the low vowel [a] is [xxxxxxxxxxxxSonority], while [p] 
is [ooooooooooooSonority] and [�] is [xxxxxooooooo] Sonority. 

For expository convenience, the fully articulated form of the [Sonority] feature will 
not be used here.  Instead, a more transparent terminology will be employed: [≥X] means 
“equally or more sonorous than a category of type X”, where X is one of the sonority 
categories.  For example, [≥Nasal] refers to all segments that are either nasal or more 
sonorous than nasals.  Conversely, [≤Nasal] refers to all segments that are either nasal or 
less sonorous than nasals. 
 The conditions on scale-referring constraints laid out in chapter 2 and the sonority 
distinctions made above allow several sets of sonority-based constraints to be identified.  
All DTE-referring constraints have the form *∆α≤[X] “Incur a violation for every DTE of 
α which is less or equally as sonorous as X”.  All non-DTE constraints have the form 
*-∆α≥[X] “Incur a violation for every non-DTE of α which is more or equally as sonorous 
as X”. 
 There are series of constraints for every possible value of α.  For example, there is 
a series of sonority-referring constraints for DTEs of syllables: e.g. *∆σ≤� is violated when 
any segment that is equally or less sonorous than schwa appears inside a syllable DTE (i.e. 
is the head of a syllable).  Similarly, *∆PrWd≤{e,o} is violated when the head of the main-
stressed syllable is a mid vowel or is some less sonorous segment.  The result is a series of 
such stringent constraints. 

In the following sections, the primary focus will be on the set of constraints that 
relate to DTEs and non-DTEs of Prosodic Words (PrWd) and Feet (Ft) since these 
constraints relate directly to prominence-driven stress and stress-conditioned 
neutralization.  As a reminder, the DTE of a PrWd (∆PrWd) is the nucleus of the syllable 
with primary (i.e. word-level) stress.  In contrast, the DTE of a foot (∆Ft) is the nucleus of 
the stressed syllable within a foot – i.e. both secondary and primary stressed nuclei. 
                                                        
22  Some researchers consider front vowels less sonorous than back vowels (Jones 1918, Pike 1943, Hooper 
1976, Foley 1977, Howe & Pulleyblank 2001).  Reasons for this sonority distinction often appeal to 
epenthesis facts; chapters 4 and 5 argue that there is no need for such a distinction to be encoded in sonority 
terms.  Sonority-driven stress offers evidence that there is no front back distinction: if there were such a 
distinction, we could expect a language where stress avoided front vowels for back vowels of the same 
height.  To my knowledge, no such language exists. 
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 The analysis of Gujarati does not require reference to any other types of DTE 
constraints.  Evidence for the necessity of reference to non-DTEs is provided in chapter 4. 
 
 
 
3.3  End-conflation: Nganasan 

The aim of this section is to illustrate the ability of the present theory’s constraints 
to conflate categories.  This is done through an analysis of the stress system of the Uralic 
language Nganasan ([�anásan]).  This language is particularly interesting because it has 
conflation at both ends of the sonority scale – the more sonorous categories ‘low vowel’ 
and ‘mid vowel’ are conflated for stress purposes, as are high vowels with central vowels. 
 Section 3.3.1 presents relevant data, followed by an analysis in §3.3.2.  Section 
3.3.3 discusses what it means for two categories to be conflated in Optimality Theoretic 
terms.  Section 3.3.4 considers representational approaches to sonority-driven stress.  Since 
the aim of this section is to show the need for freely rankable constraints, constraints in a 
fixed ranking are discussed at appropriate junctures; a full discussion of fixed ranking 
theories can be found in §3.6. 
 
 
3.3.1  Nganasan23 

This section presents an analysis of the Avam dialect of the Uralic language 
Nganasan, also known as Tawgi or Tawgi-Samoyed.  The description of stress presented 
here is from Helimski (1998, p.c.) and fieldwork by Olga Vaysman (p.c.), with data 
supplemented by Castrén (1854), Haydú (1964), and Tere��enko (1979).   
 Nganasan has the vowels listed in Table 3.1.24 
 
 Table 3.1: Nganasan vowels 
 i   y i u 
 e � o 
  a  
 

Syllables have the shape CV(V)(C).  Rimes may contain a diphthong or a long 
vowel. 
 Helimski (1998:486) describes stress as falling on a final CV� syllable, else the 
penult, as shown in (2).  Each root and its affixes form a separate stress domain; 
compounds form two domains, one for each root. 

                                                        
23  I am indebted to Eugene Helimski and Olga Vaysman for discussing Nganasan’s stress system with me 
and providing additional facts and data from their fieldwork.  The most recent work on Nganasan phonology 
is found in Helimski (1998) and Vaysman (2002, in prep.). 
24  There are some restrictions on vowels.  For example, the front vowels do not appear in the first syllable 
after dentals.  The mid vowel [o] only appears in non-initial syllables when flanked by labial sounds [b m], 
and non-initial [e] only occurs after palatals.  Neither of these restrictions is significant for stress, so they will 
not be discussed further here.  Helimski (1998) and Vaysman (2002, p.c.) differ as to whether Nganasan has 
palatalized coronals [tj dj sj nj lj] (Helimski) or true palatals [c � � � �] (Vaysman); the latter approach is 
adopted here. 
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(2) Nganasan Default Penult Stress 
 [kjymá�]  ‘knife’ 
 [kóru�]  ‘house’ 

[k��nd��]  ‘sledge’ 
 [kuhúmi]  ‘our (dual) skin’ 
 [bá�rb�]  ‘master, chief’ 
 [b�.lóu.k�]  ‘a kind of moveable dwelling on runners’ 
 

However, stress can optionally fall on the antepenult if it contains a non-high vowel 
and the penult contains a high or central vowel in a mono-vocalic syllable. 
 
(3) Nganasan Antepenult Stress 
 (a) Antepenult [e o], Penult [i y u � i] 
  [�émbi��i]  ‘dressing’ [cét�mti]  ‘four’ 
  [�ón�i��]  ‘going out’ [hó�y��]  ‘writing’ 
  [kóntu�a]  ‘carries’ [hót��a]  ‘writes’ 
 (b) Retraction to [a], Penult [i y u � i] 
  [nánun�] {1p.sg.locative} [tándu��] ‘wider (attrib)’ 
  [báru�i] ‘devil’ [kán�mtu] ‘which (in order)’ 
  [�a�á��jcy] ‘2 younger sisters’ [�ák���j] ‘two twins’ 
  [hjásir�] ‘fishing rod’   
 

Importantly, central and high peripheral vowels are not ‘unstressable’: e.g. 
[k��nd��] ‘sledge’, [�intí�i] ‘aux.neg.3dual’, [kuhúmi] ‘our (dual) skin’. 
 The Nganasan pattern shows that there is a distinction between [a e o] on the one 
hand and [i y u � i] on the other.  Importantly, there are no distinctions within these sets.  
Stress does not retract from a penult [e o] onto a low vowel: e.g. [�ajbómti] ‘7th’, 
*[�ájbomti].  Similarly, stress does not retract from a central vowel onto a high vowel, as in 
(4).  
 
(4) No retraction from central to high vowels 

[�i���ni] ‘below’ 
[�it��n�] ‘I still’  
[hyt����] ‘trunk’   
[hurs���i] ‘returning’  
[�intí�i] ‘aux.neg.3dual’ cf [�ínti] 

[�u����u�] ‘once’   
[kuhu���m�] ‘skin for me’ 
[kubut��ndi] ‘skin {3dual lative}’  
[kubut��t�] ‘skin {2sg lative}’ 
[kuhu����c�] ‘skin {2sg nom.}’ 

 
Stress does not retract from a high vowel to a central vowel either: e.g. [n�nsú��] 

‘stands up’, *[n��nsu��], [n��ú��] ‘scours’, [t��íni] ‘there {locative}’.  



Paul de Lacy 

 59 

 In other words, Nganasan has two conflations: it conflates mid with low vowels for 
stress purposes, and high with central vowels.25 
 
 
3.3.2  Analysis 
 This section provides an analysis of sonority-driven stress, set within Optimality 
Theory.  For other analyses of sonority-driven stress – though (obviously) not using the 
constraints proposed here – see Cohn & McCarthy (1994), Kenstowicz (1996), de Lacy 
(1997a), Gordon (1999), Broselow (1999), Zec (2000), and Crowhurst & Michael (2002).    
 While stress retraction to the antepenultimate syllable – and sensitivity to sonority 
– is optional, Eugene Helimski (p.c.) reports that it is the prevalent pattern.  Accordingly, 
the grammar in which stress shift takes place is the focus of this section. 
 Words with vowels of the same sonority show that the default position for stress is 
the penult: e.g. [kuhúmi] ‘skin, hide’.  To deal with default stress placement, the 
constraints in (5) will be used. 
 
(5) ALIGNFTR “The right edge of every foot must be aligned with the right edge of 

a PrWd.” (McCarthy & Prince 1993a) 
 FTBIN “Every foot is binary at the syllabic or moraic level.” (McCarthy & 

Prince 1986) 
 TROCHEE “Every foot is left-headed” [i.e. ALIGN-L(σ�,Ft)] (McCarthy & Prince 

1993a) 
 

The constraint FTBIN deserves some brief discussion.  Feet are assumed to be 
maximally disyllabic – trisyllabic and unbounded feet do not exist (Hayes 1995).26  So, the 
role of FTBIN is to ban monomoraic – i.e. ‘degenerate’ – feet.  As shown in tableau (6), 
FTBIN, ALIGNFTR, and TROCHEE produce penult stress. 
 
(6) Nganasan default stress 
 /kuhumi/ FTBIN ALIGNFTR TROCHEE 
� (a) ku(húmi)    
 (b) ku(humí)   *! 
 (c) (kúhu)mi  *!  
 (d) kuhu(mí) *!   
 
                                                        
25  The Uralic language Moksha Mordvin has been reported as having the same conflation of vowel qualities 
as Nganasan (Paasonen 1938:114-119, Kenstowicz 1996).   However, Kenstowicz notes that crucial data is 
missing from published sources (i.e. words that show conflation of high vowels and schwa – [C�C{i,u}]).  
Jack Reuter and Aleksandr Feokstitov (p.c.) report that words with such a shape do not exist in the standard 
dialect, but appear in south-east dialects.  There is some evidence that high vowels are not conflated with 
schwa: stress moves off the default initial position if there is a high vowel in the second syllable in 
Feokstitov’s dialect: [p�tí] ‘put {3sg}’.  Thus, at least one dialect of Moksha has the scale | � 〉  i,u 〉  e,o,a |, 
without conflation of the schwa and high vowels. 
26  In OT the statement that an output structure “does not exist” means one of two things: (i) GEN never 
creates it, or (ii) it is harmonically bounded by some other structure (i.e. binary feet).  For a discussion about 
which one is more appropriate for foot size, see Hyde (2001). 
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The dotted line indicates that the ranking of the constraints cannot be determined at 
this point.  In order for a ranking argument to be established, constraint conflict must 
occur: the winner and a competitor must incur violations of distinct constraints.  In the 
situation above, the winner does not incur any violations of the relevant constraints, so – 
just as with local harmonic bounding – ranking between them is indeterminate.  This 
situation will change once the interaction of the sonority-stress constraints is considered. 
 
 
3.3.2.1 Avoidance of stressed high and central vowels 

Stress does not fall on a monomoraic penult when two conditions are met: (i) the 
penult contains a high or central vowel and (ii) the antepenult contains a non-high non-
central vowel.  The avoidance of high and central vowels in stressed syllables is expressed 
by the constraint *∆PrWd≤{i,u}.  This constraint is violated when a PrWd DTE – i.e. a 
main-stressed syllable nucleus – contains a high vowel or anything less sonorous (i.e. [� 
i]).  As a reminder, the notation “≤{i,u}” refers to all segments with the same sonority or 
less than peripheral high vowels; this includes the Nganasan vowels [i y u � i]. 
 The avoidance of stressed high and central vowels forces the foot to retract from 
the right edge of the PrWd: i.e. [(hót�)�a] ‘writes’, [(kóntu)�a] ‘carries’.  Such a footing 
violates ALIGNFTR, indicating that *∆PrWd≤{i,u} must outrank this constraint. 
 
(7)  
 /kontu�a/ *∆PrWd≤{i,u} ALIGNFTR 
 (a) kon(tú�a) *!  
� (b) (kóntu)�a   * 
 

The constraint *∆PrWd≤{i,u} is violated by candidate (7a) because it contains a 
primary-stressed high vowel.  In contrast, (7b) avoids violating this constraint by stressing 
a mid peripheral vowel.  It is important to emphasize that “{i,u}” is an abbreviation for 
“peripheral high vowels”, including [i y � u].  This ranking therefore accounts for 
antepenult stress in words like [(náky)ry�] as well. 
 The ranking in (7) accounts for the fact that stress avoids [�] for mid and low 
vowels, as shown in tableau (8). 
 
(8)  
 /hot��a/ *∆PrWd≤{i,u} ALIGNFTR 
� (a) (hót�)�a  * 
 (b) ho(t���a) *!  
 

Analogous to the situation in tableau (7), candidate (b) violates *∆PrWd≤{i,u} 
because it contains a stressed schwa.   
 The ranking arguments supplied above indicate a general schema for sonority-
driven stress.  As shown in tableau (8), the ranking of the DTE-sonority constraint 
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*∆PrWd≤{i,u} over the foot-parsing constraints is a necessary component of sonority-driven 
stress.  Without such a ranking, no sonority influence on stress would be visible.   

In general terms, then, sonority-driven stress arises when some (non-)DTE-sonority 
constraint outranks some active stress-placement constraint.  Of course, the extent of the 
constraints’ influence depends on the details of the ranking.  In Nganasan, the constraint 
*∆PrWd≤{i,u} is so highly ranked that its influence is transparently obvious.  However, 
other sonority-stress constraints have less influence.   

At the other extreme is a language that has no sonority-sensitivity at all.  The 
ranking necessary for sonority-driven stress is discussed further in §3.5.1 (see de Lacy 
2002b for analogous rankings for tone-driven stress). 
 
 
3.3.2.2 Low-end and high-end conflation 

The ranking presented above accounts for the fact that stress avoids a penult or 
central high only when the antepenult contains a mid or low vowel.  If the antepenult 
contained a high or central vowel, there would be no reason to stress it since doing so 
would not improve on violations of *∆PrWd≤{i,u}. 
 
(9)  
 /�y�usa/ *∆PrWd≤{i,u} ALIGNFTR 
 (a) (�ý��)sa * *! 
� (b) �y(�úsa) *  
 

The tableau above shows that ALIGNFTR can be decisive in choosing the winner 
when more than one candidate incurs equal violations of the sonority-stress constraints.  
Since *∆PrWd≤{i,u} assigns the same violations to candidates (a) and (b), the vowels [y�] 
and [ú] are conflated for stress purposes – they are treated in exactly the same way.   

High and central vowels are similarly conflated in Nganasan.  In words with an 
initial high or central vowel in the penult, for example, stress falls on the penult as usual: 
e.g. [hurs���i] ‘returns’.  The present ranking accounts for this pattern, as illustrated in 
tableau (10). 
 
(10)  
 /hurs��i/ *∆PrWd≤{i,u} ALIGNFTR 
 (a) (húrs�)�i * *! 
� (b) hur(s���i) *  
 

Crucially, both candidates (a) and (b) incur the same violations of *∆PrWd≤{i,u}.  
Since *∆PrWd≤{i,u} is not decisive, the violations of ALIGNFTR become relevant, favouring 
the penult-stressed (b). 
 By assigning the same violations to stressed central and high vowels, *∆PrWd≤{i,u} 
effectively conflates the two categories.  Since neither is preferred over the other, the 
footing constraints take over, preferring the default stress position. 
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 So, for stressed high and central vowels to be treated the same, it is crucial that no 
constraint that favours one over the other outranks ALIGNFTR.  More concretely, the 
constraint *∆PrWd≤� must be ranked below the footing constraints.  Since *∆PrWd≤� favours 
stressed high vowels over stressed schwa, any other ranking would make an unwanted 
distinction between the two categories.  This point is made in tableau (11). 
 
(11)  
 /hurs��i/ ALIGNFTR *∆PrWd≤� 
 (a) (húrs�)�i *!  
� (b) hur(s���i)  * 
 

As the tableau shows, the constraint *∆PrWd≤� is crucially ‘inactive’ – it does not 
assign a violation that is relevant in determining the winner for stress purposes.  At this 
point, it is possible to make a general statement about conflation: if two categories are 
conflated, there is no ‘active’ constraint that favours one over the other.   
 
•  ‘Active’ 
 The term ‘active’ is used in a very limited sense here.  A more general sense of the 
term ‘active’ is found in Prince & Smolensky (1993), in which a constraint is active if it 
bifurcates the candidate set into winners and a non-empty set of losers for some 
competition.  For example, ALIGNFTR is active in Nganasan because it relegates candidate 
(b) in (11) to loser status in the competition between candidate forms from the input 
/hurs��i/.   

The term ‘active’ is used in a much more local sense here, applying solely to 
competitions relating to stress placement.  For example, *∆PrWd≤� is inactive for stress 
purposes: it never distinguishes winners from losers that differ just in terms of stress 
position.  As tableau (11) shows, by the time candidate evaluation reaches *∆PrWd≤�, the 
position of stress has been determined (i.e. all remaining forms have stress in the same 
position).  Thus, *∆PrWd≤� is inactive in a very local sense, relating to stress position.  
However, it is possible that *∆PrWd≤� is active in the general sense: *∆PrWd≤� may make a 
crucial bifurcation in determining the quality of epenthetic vowels, for example (i.e. a 
TETU effect – McCarthy & Prince 1994).  

In contrast, *∆PrWd≤{i,u} is active for stress placement.  As shown in tableau (8), 
this constraint makes a crucial determination between candidates that differ in stress 
position.  The term ‘active’ will be used in the local sense from now on; its scope of 
reference in this chapter will be to stress position: so, constraint C is active in relation to 
stress if it eliminates candidates (i.e. assigns them ‘loser’ status) that differ from winning 
forms in terms of stress position. 
 
•  Summary 

As an interim summary, the ranking needed to deal with conflation of the low-
sonority categories in Nganasan is || *∆PrWd≤{i,u} » ALIGNFTR » *∆PrWd≤� ||.  This sort of 
ranking involves a general constraint outranking a more specific one, dubbed ‘anti-
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Paninian’ in Prince (1997 et seq.).  A constraint C1 is more general than C2 if C1 incurs a 
superset of C2’s violations. 

This is not the only ranking needed, though.  Although stress avoids the less 
sonorous high and central vowels for the more sonorous mid and low vowels, it makes no 
distinction between mid and low vowels.  Specifically, stress does not avoid a mid-vowel 
penult for a low vowel: e.g. [�ajbómti] ‘seventh’, *[�ájbomti]; of course, stress does not 
avoid a low vowel penult for a mid vowel: e.g. [koná�a] ‘going’.  This type of conflation is 
‘high-end conflation’ – conflation of categories at the unmarked end of the scale. 
 As discussed above, two categories are distinct when no active constraint assigns 
them different violations.  Since the constraint *∆PrWd≤{e,o} favours [á] over [é] and [ó], it 
must be inactive.  In the present case, this means that it is ranked below ALIGNFtR. 
 
(12)  
 /�ajbomti/ ALIGNFTR *∆PrWd≤{e,o} 
� (a) �aj(bómti)  * 
 (b) (�ájbom)ti *!  
 

This is ‘high-end conflation’ – conflation of categories at the unmarked end of the 
scale.  As shown in tableau (12), high-end conflation has the same character in ranking 
terms as conflation of the low-end categories.  So, *∆PrWd≤{e,o} occupies the same 
position as *∆PrWd≤� in the ranking established so far: || *∆PrWd≤{i,u} » ALIGNFTR » 
*∆PrWd≤�, *∆PrWd≤{e,o} ||.   
 Before moving on to consider why the present theory can successfully conflate 
categories, some other interactions of footing constraints with the sonority-stress 
constraints will be identified. 
 
 
3.3.2.3 The interaction of sonority and prosodic conditions 

There are two situations in which sonority conditions fail to force stress retraction.  
One relates to long vowels in penultimate and final position, and the other relates to pre-
antepenult position. 
 
• Long Vowels 

Sonority does not take precedence over stress on a long vowel.  For example, stress 
does not fall on the antepenult in [�on�����] ‘once again’, even though doing so would 
result in a more sonorous stressed vowel (e.g. *[�ón����]).  In [ký��æ�] ‘they died’, stress 
does not fall on the ultima, though doing so would also improve sonority-stress 
markedness (e.g.*[ky��æ��]). 

This follows from foot form considerations.  If stress appeared on the ultima in 
ky��æ� the foot would either be degenerate *[ky�(�æ��)] or trimoraic *[(ky��æ��)]; both 
candidates violate FTBIN.27 

                                                        
27  The constraint NONFINALITY could also be used to block final stress (Prince & Smolensky 1993).  Since 
FTBIN is independently necessary and appears in subsequent analyses, it will be used here. 
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The same reason accounts for the lack of retraction to the antepenult in �ón����.  If 
stress fell on the antepenult, the result would be a degenerate or trimoraic foot: 
*[(�ó)n����], *[(�ón��)��].   

Thus, FTBIN outranks *∆PrWd≤{i,u}, as shown in tableau (13). 
 
(13)  
 /�on����/ FTBIN *∆PrWd≤{i,u} 
 (a) (�ó)n���� *!  
 (b) (�ón��)�� *!  
� (c) �o(n���)��  * 
 

This still leaves such words with the form [Ca�C���] to be accounted for, since stress 
on the [a�] would form an acceptable foot (i.e. *[(Cá�)C��]).  The lack of such forms will 
fall out from consideration of the lack of pre-antepenult stress. 
 As a typological note, one may wonder if stress ever avoids long vowels for shorter 
vowels purely for sonority reasons.  It can: sonority takes precedence over length in Kara, 
where stress seeks out a low vowel [a] even if the default position has a long vowel (Schlie 
& Schlie 1993).  For a description and analysis, see de Lacy (1997a). 
 
• Limits on stress retraction 

While main stress appears on the antepenult under the right sonority conditions in 
Nganasan, it never appears on other positions.  For example, the ultima never bears main 
stress, even when it contains a more sonorous vowel: e.g. [�y�úsa] ‘get lost’, *[�u�usá].  
Similarly, main stress never retracts to the pre-antepenult: e.g. [na��t��n�] ‘stands up 
{elative}’, *[ná��t�n�].  Eugene Helimski (p.c.) reports a more complex effect: stress 
retraction to the antepenult is the norm in three syllable words (e.g. [nákyry�] ‘three’), but 
is less common in four-syllable words: e.g. [�amjacým�]~[�amjácym�] ‘nine’.  The limits 
on stress placement will be argued to follow from the interaction of footing constraints and 
the sonority-stress constraints. 
 As with heavy syllables, the constraints FTBIN and TROCHEE provide the reason why 
stress cannot appear on the final syllable.  For stress to fall on a final light syllable, either 
the foot would have to be iambic – e.g. *[�u(�usá)] – or degenerate – e.g. *[�u�u(sá)].  
With both FTBIN and TROCHEE outranking *∆PrWd≤{i,u}, final stress will be blocked even 
when it contains a more sonorous vowel. 
 
(14)  
 /�u�usa/ TROCHEE FTBIN *∆PrWd≤{i,u} 
� (a) �u(�úsa)   * 
 (b) �u�u(sá)  *!  
 (c) �u(�usá) *!   
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A similar fact accounts for the lack of retraction to pre-antepenult position.  Again, 
footing constraints override the avoidance of high and central stressed vowels.  Two 
constraints are relevant in preventing pre-antepenult stress. 
 
(15) PARSE-σ  “Every syllable is associated to a foot” (Prince & Smolensky 1993) 
 HDFTR “The rightmost foot is the head.” (Tesar 1996) 
 

The constraint PARSE-σ requires exhaustive footing.  It outranks ALIGNFTR in 
Nganasan, as evinced by the presence of secondary stress in longer words: 
[kìnt�l��btikúti�] ‘you are smoking’.   
 
(16)  
 /kint�l�btikuti�/ PARSE-σ ALIGNFTR 
� (a) (kìnt�)(l��bti)(kúti�)  * * 
 (b) kint�l�bti(kúti�) * * * *!  
 

The constraint HDFTR requires the rightmost foot to be the head.  Together, PARSE-
σ and HDFTR ensure that main stress does not retract to the pre-antepenult.  This is 
illustrated with the word /na��t�n�/ in tableau (17). 
 
(17)  
 /na��t�n�/ HDFTR PARSE-σ *∆PrWd≤{i,u} ALIGNFTR 
� (a) (nà��)(t��n�)   * * * 
 (b) (ná��)t�n�  * *!  * * 
 (c) (ná��)(t��n�) *!   * * 
 

The ranking shows the difficulties that arise with pre-antepenult stress.  If main 
stress falls on the pre-antepenult as in (b) and (c), either PARSE-σ or HDFTR are violated.  
In (b), PARSE-σ is violated because there are unfooted syllables; in (c), HDFTR is violated 
because the head foot is not the rightmost one.  With these constraints outranking 
*∆PrWd≤{i,u}, it is more harmonic to stress a low sonority vowel, as in (a). 
 The ranking given above has one interesting effect: it accounts for Helimski’s 
observation that stress retraction does not take place in four-syllable words (e.g. 
[�amjacým�], *[�amjácym�]).  If stress did appear on the antepenult, the output form 
would have two unfooted syllables: *[�a(mjácy)m�].  In comparison, the penult-stressed 
form has no unfooted syllables: [(�àmja)(cým�)].  This result is illustrated in tableau (18). 
 
(18)  
 /�amjacym�/ PARSE-σ *∆PrWd≤{i,u} 
� (a) (�àmja)(cým�)  * 
 (b) �a(mjácy)m� * *!  
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Importantly, the ranking does not affect trisyllabic words.  In trisyllabic forms, 
either antepenult or penult stress will incur the same violations of PARSE-σ, allowing the 
influence of *∆PrWd≤{i,u} to emerge.  This situation is illustrated in tableau (19). 
 
(19)  
 /nakyry�/ PARSE-σ *∆PrWd≤{i,u} 
� (a) (náky)ry� *  
 (b) na(������) * *! 
 

In short, the limitations on stress retraction in Nganasan follow from the interaction 
of footing and the sonority-stress constraints.  The resulting ranking is summarized in 
Figure 3.2. 
 
 Figure 3.2:  Nganasan sonority-driven stress ranking summary 
  FTBIN  
    
  PARSE-σ HDFTR 
    
  *∆PrWd≤{i,u}  
    
  ALIGNFTR  
    
 *∆PrWd≤�  *∆PrWd≤{e,o} 
 

With the ranking details aside, the properties of the present theory that allow it to 
produce conflation in Nganasan will be discussed. 
 Before moving on to consider the details of conflation, a brief discussion of the 
ranking needed for non-retraction will be given.  The ranking in Figure 3.2 deals with the 
system in which stress retracts to the antepenult.  However, retraction is optional in 
Nganasan: stress may remain on the default penult position.  This sonority-insensitive 
pattern comes about by having ALIGNFTR dominate *∆PrWd≤{i,u} as well as *∆PrWd≤{e,o} 
and *∆PrWd≤{�}.  For approaches to optionality involving ‘tied’ constraints, ALIGNFTR and 
*∆PrWd≤{i,u} would be unranked with respect to each other (Anttila 1997, and references 
cited in McCarthy (2001b:233). 
 
 
3.3.3  The essentials of conflation 

This section is devoted to showing that unfettered ranking permutation is essential 
in allowing conflation, building on Prince (1997 et seq.).  To do this, an argument that 
constraints in a fixed ranking cannot produce conflation is presented, regardless of whether 
the constraints are stringently or non-stringently formulated. 

Categorization and conflation are antagonistic requirements on a theory of scale-
referring constraints.  The former requires the theory to make distinctions between 



Paul de Lacy 

 67 

categories, while the latter requires them to be conflated.  The discussion above showed 
that two categories are conflated when they are assigned the same violations by active 
constraints (see §3.3.2.2 for discussion of ‘active’).  For example, stressed central and high 
vowels are conflated in Nganasan because the only relevant active constraint is 
*∆PrWd≤{i,u} and it assigns the same violations to both types.  The relevant tableau is 
repeated in (20). 
 
(20)  
 /hurs��i/ *∆PrWd≤{i,u} ALIGNFTR 
 (a) (húrs�)�i * *! 
� (b) hur(s���i) *  
 

The observation that conflation comes about when two categories incur the same 
violations of active constraints necessitates that a theory of scales have constraints that 
refer to ranges of elements on a scale.  To prove this point, consider a theory with 
constraints that refer to points on a scale (Prince & Smolensky 1993, Kenstowicz 1996). 
 
(21) || *∆PrWd/� » *∆PrWd/{i,u} » *∆PrWd/{e,o} » *∆PrWd/a || 
 

No constraint assigns the same violations to both [��] and [í ú].  Therefore, the two 
categories cannot be conflated with just these constraints.  This point is illustrated in the 
following tableau.  Since [í ú] is favoured over [��], the ranking incorrectly predicts that 
stress should always avoid [�] for high vowels. 
 
(22)  
 /hurs��i/ *∆PrWd/� *∆PrWd/{i,u} ALIGNFTR 
� (a) (húrs�)�I  * * 
 (b) hur(s���i) *!   
 

There is no ranking of the Fixed Ranking constraints that can produce the result 
attested in Nganasan and is consistent with the ranking in (21).  The only other option is to 
rank both *∆PrWd/� and *∆PrWd/{i,u} below ALIGNFTR.  However, such a ranking eliminates 
all sensitivity to sonority; stress is incorrectly predicted to always fall on the penult:28 
 
(23)  
 /kan�mtu/ ALIGNFTR *∆PrWd/� *∆PrWd/{i,u} 
 (a) (kán�m)tu *!   
� (b) ka(n��mtu)  *  
 

There is no way to fix the problem identified above by introducing other 
constraints.  It is crucial in Nganasan that some active constraint (or constraints) favour [é 

                                                        
28  Fixed Ranking theories can effect some conflation.  For detailed discussion, see §3.5. 
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ó á] over [�� í ú] while no active constraint favours [í ú] over [��].  While the Fixed Ranking 
theory has constraints that do the former, those same constraints do not satisfy the latter 
condition. 

It is not enough that a theory have constraints that refer to ranges of a scale.  In 
order for conflation to take place, the ranking of the constraints must be freely permutable.  
Nganasan illustrates this point well.  In Nganasan *∆PrWd≤{i,u} outranks both 
*∆PrWd≤{e,o} and *∆PrWd≤�.  This ranking allows central and high vowels to be conflated, 
and mid and low vowels to be conflated (see tableaux (11) and (12)).  If either 
*∆PrWd≤{e,o} or *∆PrWd≤� had to always outrank *∆PrWd≤{i,u}, the Nganasan conflations 
would be impossible.   
 In fact, §3.4 shows that Gujarati employs the exact opposite to the Nganasan 
ranking: both *∆PrWd≤{�} and *∆PrWd≤{e,o} outrank *∆PrWd≤{i,u}.  This ranking allows 
conflation of high and mid peripheral vowels (since *∆PrWd≤{i,u} is inactive).  The activity 
of *∆PrWd≤{�} ensures that central vowels are treated distinctly from peripheral vowels, 
and *∆PrWd≤{e,o} prevents conflation of [a] with other vowels.  For a full analysis, see 
§3.4. 
 To put the observation above in slightly different terms, the problem with 
constraints in a fixed ranking is that they impose implicational relations between 
conflations.  For example, if the ranking || *∆PrWd≤� » *∆PrWd≤{i,u} || were universal, no 
language could both avoid stressed high vowels and conflate them with [��].  If schwa is 
conflated with high vowels, then no constraint that favours the latter over the former can be 
active.  Therefore *∆PrWd≤� must be inactive.  However, if *∆PrWd≤� is inactive, then every 
lower-ranked constraint is also inactive, including *∆PrWd≤{i,u}.  The effect is that stress is 
not sonority sensitive.  In other words, this theory predicts that if category x is actively 
penalized by some constraint, x is not conflated with any other category. 
 The opposite fixed ranking || *∆PrWd≤{i,u} » *∆PrWd≤� || incorrectly predicts that if 
[��] is avoided and not conflated with [í ú], then [í ú] will also be avoided.  If [��] is not 
conflated with [í ú], then some constraint that distinguishes the two categories must be 
active – i.e. *∆PrWd≤�.  If *∆PrWd≤� is active, though, then every higher ranked constraint is 
also active.  So, *∆PrWd≤{i,u} must be active, so predicting a distinction between stressed 
high vowels and other types.  In short, such a fixed ranking rules out languages in which 
stress avoids schwa but is conflated for the other categories. 
 Section 3.6 provides a more detailed characterization of the limitations on 
conflation in the Fixed Ranking theory. 
 
3.3.4  Representational theories 

Up to this point, Nganasan stress has been assumed to be sensitive to sonority 
rather than some other property.  The alternative is a ‘representational’ theory in which 
stress cannot refer to sonority, but only to structural distinctions.  In one version of such a 
theory, stress’s avoidance of [� i y u i] for [e o æ a] in Nganasan would reduce to the claim 
that the vowels in the former set have fewer moras than the latter.  Stress preference for 
syllables with greater moraic content would produce the observed stress system.  
 There are problems with the implementation of the representational approach, not 
just in Nganasan but in most other cases of sonority-driven stress.  One relates to 
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proliferation of structure.  Nganasan has both long and short vowels: e.g. [ti] ‘we (dual)’ cf 
[hi�] ‘night’.  Therefore, if the difference between high vowels and schwa on the one hand 
and non-high vowels on the other were moraic, one would be forced to posit a ternary 
moraic distinction in Nganasan.  Not only does such a proposal have unattested effects on 
phonetic realization, but it opens the door for many more moraic contrasts than are 
attested.  In effect, such an approach reduces moras to serving as little more than a diacritic 
device that is effectively synonymous with sonority. 

Representational theories also make strong predictions about other processes in the 
grammar.  Proposing that [�] and high vowels have fewer moras than other vowels predicts 
that they can – and perhaps must – be treated differently for other mora-referring 
processes.  For example, there is a minimal word restriction in Nganasan – every content 
word is minimally CVC or CV(C)V: e.g. [tu�] ‘fire’, [bi�] ‘water’, [n�sa] ‘scours’.  For 
word minima all moras count as the same: [n�sa] is not monomoraic.  This point is 
discussed at length by Gordon (1999). 

 
• ‘Schwa is special’ theories 

Another popular representational theory relates specifically to the opposition 
between schwa and peripheral vowels.  Oostendorp (1995) and many others have claimed 
that schwa is phonologically distinct from all other vowels in that it lacks features.  With 
additional theoretical devices, this fact makes schwas ‘weak’, and consequently unable to 
bear to stress.  This theory is one of a class that considers schwa to be fundamentally 
different from all other vowels, in a phonological sense. 

The present work denies that schwa is significantly different from other vowels in 
phonological terms – the only difference is that schwa is lower on the sonority scale than 
(most) other vowels.  The fact that Nganasan treats high vowels and schwa in the same 
way supports this proposal: Nganasan clearly does not make a division between schwa and 
peripheral high vowels. 

Problems for the ‘featureless schwa’ approach also arise when considering the high 
central vowel [i].  In Nganasan (and Pichis Asheninca too – Payne 1990), [i] acts like 
schwa – it repels stress at every opportunity.  If lack of features accounts for repulsion of 
stress, [i] must also be featureless, rendering [i] and [�] phonologically indistinct; this is a 
significant problem for languages that contrast the two vowels (e.g. Nganasan, Maga Rukai 
– Hsin 2000:32ff). 

In short, stress does not show that schwa is fundamentally different from other 
vowels, phonologically speaking.  Schwa is simply low on the sonority hierarchy; its 
behaviour in phonological processes follows from this fact. 
 
• Generalizing the critique 
 The same type of criticism not only applies to representational approaches to 
sonority-driven stress, but to representational approaches to scales in general.  For 
example, a representational approach to the PoA scale has it that non-coronals have Place 
features while coronals are featureless.  Such an approach has been criticized for the 
implications it has elsewhere in the grammar – this approach predicts that coronals should 
be transparent to place assimilation and fail to condition any process (assuming that default 
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rules are the last ones to apply).  As McCarthy & Taub (1992) point out, though, this 
prediction is not borne out (also see ch.7 in Prince & Smolensky 1993: ch.9, Steriade 
1995b).  Similar arguments have been made for the tonal scale; these again are inadequate, 
as discussed in ch.6§6.5.2.3. 
 
 
3.3.5  Summary 

To summarize, the full range of attested conflations can only be produced by 
constraints whose ranking is freely permutable.  Nganasan’s conflation of stressed central 
and high peripheral vowels necessitates a constraint that assigns the two categories the 
same violations while favouring mid- and low vowels – i.e. *∆PrWd≤{i,u}.  It also requires 
all constraints that distinguish between the categories – i.e. *∆PrWd≤� – to be inactive, and 
therefore lower ranked than *∆PrWd≤{i,u}.  Since other languages require the opposite 
ranking (e.g. Gujarati – §3.4), it is clear that ranking of scale-referring constraints must be 
freely permutable.  

Constraints in fixed rankings cannot produce all possible conflations.  By having a 
fixed ranking between constraints, implicational relations are set up between categories: 
the conflation of one set of categories comes to depend on the conflation of others. 

Many of the results in this section depend on the claim that any group of 
contiguous categories can be conflated.  To demonstrate the validity of this claim, the 
stress system of Gujarati is analyzed in the next section; unlike Nganasan, Gujarati 
conflates the ‘middle’ vowel sonority categories i/u and e/o.  A full typology of attested 
conflations is presented in §3.5.  Section 3.6 explores the consequences of fixed rankings 
for conflation in more detail. 
 
 
3.4  Medial conflation: Gujarati29 

As mentioned in the introduction, Gujarati [� (d)!�áti] stress is sensitive to 
sonority distinctions.  In terms of conflation, Gujarati complements Nganasan: instead of 
conflating categories at the ends of the vowel sonority scale, the medial categories ‘mid 
vowels’ and ‘high vowels’ are conflated instead.  
 Gujarati has eight vowels, given in Table 3.2. 
 
  Table 3.2: Gujarati vowels 
 Front Central Back   
 i  u   
 e � o   
 �  �   
  a    
 

                                                        
29  I am grateful to my consultant Shimauli Dave for her native speaker intuitions and help with the data 
presented in this section. 



Paul de Lacy 

 71 

 Table 3.3: Gujarati consonants 
 

labial dental alveolar 
(alveo-)
palatal 

retrofle
x 

velar glottal 

-vd stops p t "  t� # k  
+vd stops b d "  d! � �  
fricatives  s" (z")  �    
nasals m n"  (�) $ (�) N30 
laterals   l  %   
flap   �     
glides w~v   j   h 
 •  Symbols in brackets are marginal. 
 •  For [N], see ch.5§5.3.3.1. 
 

Gujarati syllables can be described by the template (C1)(C2)V((C3)C4).  Onsets are 
optional, as shown by [a.po] ‘give’, and [pi.e] ‘he drinks’.  C2 must be one of [j h], while 
C3 must be a nasal homorganic with a following stop (e.g. [hi�c], [t���]).31  Geminate 
consonants are allowed: e.g. [ch�p��n] ‘56’, [gus�o] ‘anger’. 

The following description of stress placement is based on my own fieldwork and 
Cardona (1965).  
 For stress purposes, distinctions between syllable types prove to be of little 
relevance.  The primary determinant of stress is sonority.  Cardona (1965) describes some 
variation that my consultant did not exhibit.  The following description is therefore based 
on my results; Cardona’s work is discussed in §3.4.1.4.  Only stress in di- and tri-syllabic 
words is described because there are few Prosodic Words of more than three syllables in 
length.32 

Stress is realized as raised pitch and amplitude.  Phonological evidence that stress 
is located as described below comes from intonation and allophony.  For intonation, 
stressed syllables are the locus for the pitch accents of intonational melodies.  Allophonic 
alternations between high peripheral and non-peripheral vowels [i u]~[&  ] are also 
conditioned by stress (Cardona 1965:20-1).  The non-peripheral allophones appear in non-
final open syllables, except when they are stressed. 
 
(24) Gujarati vowel allophony 
  Stressed [í ú] Unstressed [&  ] 
 [bí�i]   type of cigar [n&�ál]   ‘school’ 
 [súdhi]   ‘until’ [ táw�l]   ‘rush, hurry’ 
 

                                                        
30  [N] is a nasal glide.  See chapter 5 for discussion. 
31  Cardona (1965:31) also mentions that C2 may be [�] or [�], though this varies depending on the dialect. 
32  Words with more than three syllables are typically morphologically complex, with PrWd divisions 
coinciding with morpheme boundaries.  Other long forms contain prefixes or enclitics, neither of which 
counts in stress placement.  To account for this latter fact, I take it that the PrWd in Gujarati encloses only the 
root and suffixes, excluding prefixes and clitics (a common pattern – see Nespor & Vogel 1986). 
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The following table describes the position of primary stress; there is no secondary 
stress.  This data expands on (1). 
 
(25) Gujarati Stress 
 (a) Stress a syllable with [a] 
  (i) in the penult 
 [aw�ánã]   ‘coming’ [utáru]  ‘passenger’ 
 [mubárak]  ‘New Year’ [sáme]  ‘in front’ 
 [azádi]  ‘freedom’ [t�álo]  ‘go (imperf.)’ 
 [sá�a]  ‘plus ½’ [t�ál&s]  ‘40’ 
 [d!ája]  ‘let’s go’ [sá�u]  ‘plain’ 
 [betál&s]  ‘42’ [áp��  ‘I give’ 
 [p�t�ásm��  ‘50th’ [�ád!��]  ‘carrot’ 

  (ii) else in the initial syllable 
 [tád!et��]  ‘recently’ [pák&stan]  ‘Pakistan’ 
 [lájb���i]  ‘library’ [má$�ki]  ‘swift mare’ 
 [mán&to]  ‘I want’ [ákr�m�$]  ‘invasion’ 

  (iii) else in the final syllable 
 [sinemá]  ‘movie theatre’ [h��án]  ‘distressed’ 
 [p�h�lán]  ‘year’ [bolát�]  ‘is (are) spoken’ 
 [�ph&smá]  ‘office’ [�iká�]  ‘a hunt’ 
 [t��p�rá]  ‘girls’ [nuksán]  ‘damage’ 
 [dekhát�]  ‘can be seen’ [p��á�]  ‘wages, salary’ 

 (b) Else stress a non-final syllable with one of [� � e o i u] 
  (i) in the penult 
 [t�hok�ío]  ‘girls’ [khe�ío]  ‘inkstand’   
 [t�um�óte�]  ‘74’ [kh�míso]  ‘shirts’ 
 [p�h��l��  ‘first’ [b��se]  ‘sit(s) down’ 
 [��ph&s]  ‘office’ [júrop]  ‘Europe’ 

  (ii) else in the initial syllable 
 [púst�kne]  ‘book’   [wísm���n] ‘forgetfulness’ 
 [ó	kh�w��  ‘know’ [kój�ldi]  ‘little cuckoo’ 
 [búk�	o]  ‘a mouthful’   

 (c) Else stress penult [�] 
 [k���e]  ‘does, do’ [n��vo]  ‘new (masc.)’ 
 [d!��min]  ‘land’ [����u]  ‘beginning’ 
 [p��t���]  ‘kite’ [p����b�i]  ‘water-dispensing shed’
 [p����ntu]  ‘but’ [r�m��k���  ‘toy’ 
 

The description can be informally cast in terms of two interacting preference scales, 
one relating to sonority, and one relating to position. 
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 With regard to sonority, stress is attracted to the highly sonorous vowel [a] over 
every other type.  So, if a word contains an [a], it always ends up stressed, while the other 
vowels miss out: e.g. [tád!et��] ‘recently’, [sinemá] ‘cinema, movie theatre’.  Similarly, 
stress tends to avoid schwa for higher sonority vowels: e.g. [ólkh�w�� ��� �����	 
����ldi] 
‘little cuckoo’.  However, stress does not avoid [�] entirely: when the only other syllable is 
final, stress will rather stay on the schwa: e.g. [�����] ‘beginning’, [p�r��ntu] ‘but’. 
 Of present interest is the fact that stress does not prefer mid peripheral vowels over 
high peripheral vowels.  For example, stress falls on the penult in [t�hok�ío] ‘girls’, and not 
on the more sonorous mid vowel: *[t�hók�io].  In other words, the open mid, close mid, 
and high vowels are conflated for stress purposes in Gujarati. 
 The other preference scale relates to position.  The penult is clearly the most 
unmarked stress position: in words where all vowels are identical, the penult receives the 
stress: [aw�ána] ‘coming’, [w�kh��ts��] ‘on time’.  The next most favoured position is the 
antepenult.33  This is evident from words with both an initial and final [a]: e.g. [pák&stan] 
‘Pakistan’; since stress must fall on an [a] but the penult is not available, it can fall on 
either the antepenult or ultima here, but chooses the antepenult. 
 The final position is clearly the least desirable position.  Stress only falls on an 
ultima [a] if there are no other [a]’s present: e.g. [sinemá] ‘cinema, movie theatre’.  This is 
the only situation where stress falls on the ultima.  Stressing a final syllable is deemed less 
desirable than stressing a schwa: e.g. [k���e] ‘does, do’, [p����b�i] ‘water-dispensing shed’.  
This fact will be shown to follow from the interleaving of a constraint banning degenerate 
feet – McCarthy & Prince’s (1986) FTBIN – with the DTE-sonority constraints.  
Specifically, FTBIN will dominate all constraints that seek to avoid stressed schwa alone 
(i.e. *∆PrWd≤{�}), so preventing stressed schwa from forcing final stress; in contrast, 
*∆PrWd≤{e,o} will outrank NONFINALITY, meaning that the desire to avoid non-low stressed 
vowels will disregard the final stress prohibition. 
 So, Gujarati stress can be described informally as resulting from two interacting 
preference hierarchies: the sonority preference ranking of | a 〉  �,�,e,o,i,u 〉  � | and the 
position hierarchy of | penult 〉  antepenult 〉 ultima |.  The following section casts these 
hierarchies, and their interaction, in terms of the present theory. 
 
 
3.4.1  Analysis 

The unmarked position of stress is the penult, as shown by words where all 
syllables have vowels of the same sonority: e.g. [aw�ánã] ‘coming’, [ekóte�] ‘71’, 
[w�kh��ts��] ‘on time’.  This fact follows if Gujarati has a trochaic (left-headed) foot 
aligned with the right edge of the PrWd: i.e. [e(kóter)].  This is the same pattern as found 
in Nganasan, so the same constraints and analysis are employed here: 
 

                                                        
33  Or the initial syllable – it is impossible to tell given the restrictions on PrWd-length noted above. 
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(26) Gujarati I: Final Trochee 
 /ekote�/ ALIGNFTR FTBIN TROCHEE 
 (a) (éko)te� *!   
� (b) e(kóte�)    
 (c) eko(té�)  *!  
 (d) e(koté�)   *! 
 

As in Nganasan, the footing constraints are violated in some situations, namely 
when there is a non-penult [a] or when the penult contains a [�].  The following two 
sections deal with both of these situations in turn.   

As in Nganasan, a constraint requiring left-headed feet (i.e. TROCHEE) outranks all 
sonority-stress constraints.  Importantly, this constraint does not ban monosyllabic (i.e. 
degenerate) feet – this is FTBIN’s job, as illustrated in (26).  As we will see, FTBIN is 
crucially violated in certain words with final [a] (e.g. [sine(má)]). 
 
 
3.4.1.1 Avoidance of stressed non-[a] 

Stress does not always appear on the penult in Gujarati: it is attracted to an initial 
[a] when the penult contains a mid vowel (e.g. [tád!et��] ‘recently’), high vowel (e.g. 
[mánito] ‘respected (masc.)’), or schwa (e.g. [má$�ki] ‘swift mare’).  Of course, [a] is the 
most sonorous vowel, so this departure from the default stress position indicates that 
sonority has an overriding influence on stress in this language. 
  For stress to avoid the penult in favour of stressing an [a], two conditions must 
hold: (i) some constraint must favour stressed [a] over all other stressed vowels, and (ii) 
that constraint must outrank ALIGNFTR.  The latter ranking is crucial since initial stress 
means that the foot cannot be right aligned: i.e. [(tá'!e)t��]. 

The present approach provides such a constraint: *∆PrWd≤{�,�} “Assign a violation 
to the DTE of a PrWd if it contains a vowel with less sonority than a low vowel.”  Only [á] 
does not violate this constraint.  Tableau (27) shows the necessary ranking. 
 
(27) Gujarati II: *∆PrWd≤{�(�} » ALIGNFTR 
 /lajbr�ri/ *∆PrWd≤{�(�} ALIGNFTR 
� (a) (lájbr�)ri  * 
 (b) laj(br��ri) *!  
 

A further ranking can also be determined.  Final [a] also attracts the stress if no 
other vowel is as sonorous: [�iká�] ‘a hunt’, [sinemá] ‘cinema’, [�phismã�] ‘office’.  In these 
words, the foot is right-aligned so ALIGNFTR is not violated.  Instead, it is FTBIN that is 
violated since the foot is necessarily monosyllabic: [�i(ká�)], [sine(má)].34  So, 
*∆PrWd≤{�(�} must outrank FTBIN. 
 

                                                        
34  I assume that TROCHEE is undominated, eliminating candidates with iambic feet (e.g. [(�iká�)]).   
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(28) Gujarati III: *∆PrWd≤{�(�} » FTBIN 
 /�ika�/ *∆PrWd≤{�(�} FTBIN 
 (a) (�íka�) *!  
� (b) �i(ká�)  * 
 

Even though the stress-sonority constraint *∆PrWd≤{�(�} outranks ALIGNFTR and 
FTBIN, this does not mean that the two foot-locating constraints are irrelevant to stress 
placement.  They can have an emergent effect, determining the hierarchy of positional 
preference identified in the preceding section.  For example, when all vowels in a word are 
[a], the constraint *∆PrWd≤{�(�} will not determine the winning form.  In this situation, the 
foot-locating constraints play a decisive role: 
 
(29) Gujarati IV: Emergence of ALIGNFTR and FTBIN 
 /awwanã/ *∆PrWd≤{�(�} ALIGNFTR FTBIN 
 (a) (áwwa)nã  *!  
� (b aw(wánã)    
 (c) awwa(nã�)   *! 
 

In this way, the foot-locating constraints establish a hierarchy of positional 
preference: when sonority is not at issue, stress prefers to fall on the penult.  The next most 
favoured position is the initial syllable; when only the initial and final syllables contain [a], 
the initial wins: [(pák&s)tan] ‘Pakistan’, *[pak&s(tán)].  This fact allows us to establish a 
further ranking: since the final-stressed form violates FTBIN while the initial-stressed form 
violates ALIGNFTR, the former must outrank the latter: 
 
(30) Gujarati V: FTBIN » ALIGNFTR 
 /pak&stan/ *∆PrWd≤{�,�} FTBIN ALIGNFTR 
� (a) (pák&s)tan   * 
 (b) pak&s(tán)  *!  
 (c) pa(kístan) *!   
 

To summarize, the ranking || *∆PrWd≤{�,�} » FTBIN » ALIGNFTR || not only accounts 
for the fact that stress avoids syllables without [a], but accounts for the hierarchy of 
preference in position: the constraints determine that the most harmonic position is the 
penult, then the antepenult, then finally the ultima. 
 
 
3.4.1.2 Avoidance of stressed schwa 

Attraction of stress to [a] is not the only visible effect of sonority-stress interaction 
in Gujarati.  Stress also avoids the lowest sonority vowel [�]: e.g. [púst�kne] “book”, 
[wísm���n] ‘forgetfulness’, [kój�ldi] ‘little cuckoo’. 
 Schwa is not ‘unstressable’.  Stress falls on [�] in two situations: (i) when there are 
no other non-[�] vowels (e.g. [p��t���] ‘kite’, [w�kh��ts��] ‘on time’), and (ii) when the 
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only other option is final stress on a non-low vowel (e.g. [k���e] ‘do’, [n��)wo] ‘new’, [����u] 
‘beginning’, [p����b�i] ‘water-dispensing shed’).  This latter situation contrasts with the 
influence of [a] on stress: Gujarati prefers a final stressed [a] over a penult of lower 
sonority, while it does not prefer a final higher sonority stressed vowel to a low sonority 
penult [��].  This restriction will prove significant in evaluating the adequacy of scale 
theories below.  For the moment, the focus will be on presenting an account that employs 
the constraints proposed so far. 

Stressed [�] in Gujarati is clearly less harmonic than other stressed vowels.  The 
relevant constraint is *∆PrWd≤�, a constraint that assigns stressed schwa a violation, but no 
other stressed vowels. 

The word [(kój�l)di] provides a clue to the ranking of *∆PrWd≤� with respect to the 
foot-locating constraints.  Since the foot is not right-aligned in this word due to the desire 
to avoid a stressed schwa, *∆PrWd≤� must outrank ALIGNFTR: 
 
(31) Gujarati VI: || *∆PrWd≤� » ALIGNFTR || 
 /koj�ldi/ *∆PrWd≤� ALIGNFTR 
� (a) (kój�l)di  * 
 (b) ko(j��ldi) *!  
 

This leaves the ranking of *∆PrWd≤� and FTBIN to be determined.  In this respect, 
the form [(k��re)] is illuminating.  Its competitor is *[k�(ré)], with a higher sonority ∆PrWd, 
but a FTBIN violation.  Clearly, the FTBIN violation is not worth avoiding a stressed schwa 
in Gujarati.  Therefore, FTBIN must outrank *∆PrWd≤�. 
 
(32) || FTBIN » *∆PrWd≤� || 
 /k��e/ FTBIN *∆PrWd≤� 
� (a) (k���e)  * 
 (b) k�(�é) *!  
 

As in Nganasan, the competitor [(k�ré)], with an iambic foot, is eliminated through 
the undominated constraint TROCHEE; this constraint bans right-headed feet. 

In summary, the ranking for avoidance of stressed schwa is || TROCHEE, 
FTBIN » *∆PrWd≤� » ALIGNFTR ||.  This ranking is interesting because it shows how the 
influence of sonority on a stress system may be restricted to specific environments.  Unlike 
*∆PrWd≤{�(�}, *∆PrWd≤� does not outrank every relevant foot-locating constraint; its 
domination by FTBIN precludes sonority-sensitivity in every environment.35 

In other words, the ranking interaction of the sonority-stress constraints and foot-
locating constraints not only determines whether stress will be influenced by sonority, but 
the extent of that influence.  One other point is that the ranking || FTBIN » ALIGNFTR || has 
been proven both directly (in (30)) and by transitivity. 

                                                        
35  Gujarati contrasts with Chukchi in this regard: Kenstowicz shows that avoidance of stressed schwa can 
motivate final stress in Chukchi, while avoidance of stressed high vowels cannot.  See Kenstowicz (1996) for 
an analysis, which can be straightforwardly converted into the present constraints. 
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 The remaining relevant constraint is *∆PrWd≤{i,u} – this constraint is violated when 
the ∆PrWd contains a segment with the sonority of a high vowel or less.  Since every 
grammar contains the same constraints, it is not possible to say that this constraint is 
irrelevant in Gujarati – it must be ranked somewhere.    This ranking is the subject of the 
next section. 
 
 
3.4.1.3 Conflation of medial categories 

There are three sonority distinctions in Gujarati stress: [a] vs [� � e o i u] vs [�].  Of 
present interest is the fact that mid and high peripheral vowels are treated in the same way.  
Mid and high vowels both lose stress to [a]: e.g. [mánito] ‘I want’, [nuksán] ‘damage’, 
[boláj] ‘is spoken’, [tád!et��] ‘recently’.  Similarly, they both attract stress away from [�]: 
[púst�kne] ‘book’, [wísm���n] ‘forgetfulness’, [kój�ldi] ‘little cuckoo’.  However, mid and 
high vowels do not attract stress away from each other.  Stress does not avoid high vowels 
for the more sonorous mid vowels: e.g. [t�hok�íne] ‘boys’, [khedío] ‘inkstand’.  Nor does 
stress avoid mid vowels for high vowels: e.g. [t�um�óter] ‘74’.  In short, mid and high 
vowels form a single unified category for stress purposes. 
 As discussed in §3, categories are distinct if they incur distinct violations of active 
constraints (see §3.3.2.2 for discussion of ‘active’).  Therefore, for [í ú] to be distinct from 
[é ó], some constraint that favours one over the other must be active.  The relevant 
constraint is *∆PrWd≤{i,u}; this constraint is violated by stressed high vowels (and 
everything of lesser sonority), but not stressed mid vowels.  So, in any grammar that 
distinguishes the two – e.g. Nganasan – *∆PrWd≤{i,u} must be active.  Conversely, if [í ú] 
and [é ó] are conflated, it follows that *∆PrWd≤{i,u} must be inactive.  In Gujarati, then, 
*∆PrWd≤{i,u} must be sufficiently low-ranked so as not to be crucial in choosing the 
winner.   

As the analysis in the preceding section shows, the sonority-stress constraints 
conflict with constraints on stress placement and footing.  So, to render *∆PrWd≤{i,u} 
inactive, it must be outranked by such conflicting constraints: i.e. ALIGNFTR and FTBIN in 
Gujarati.  With such a ranking, no distinction is made between mid vowels and high 
vowels.  This is demonstrated in tableau (33): if mid vowels were favoured over high 
vowels, stress should appear on the initial syllable in [t�hok�íne]. 
 
(33) Ranking of *∆PrWd≤{i,u} 
 /t�hok�ine/ ALIGNFTR *∆PrWd≤{i,u} 
 (a) (t�hók�i)ne *!  
� (b) t�hok(�íne)  * 
   

Importantly, there is no active constraint that distinguishes between [í ú] and [é ó].  
Specifically, no sonority-stress constraint that outranks the foot-form constraints favours 
stressed mid vowels over stressed high vowels: they both incur the same violations of 
*∆PrWd≤{�(�} and *∆PrWd≤�.  Tableau (34) aims to clarify this point by showing the full 
ranking of constraints. 
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(34)  
 /t�hok�ine/ *∆PrWd≤{�(�} FTBIN *∆PrWd≤� ALIGNFTR *∆PrWd≤{i,u} 
 (a) (t�hók�i)ne *   *!  
� (b) t�hok(�íne) *    * 
 

Stressed mid and high vowels incur a violation of *∆PrWd≤{�(�} because they both 
have the sonority of mid vowels or less, while both avoid violating *∆PrWd≤� because they 
are both more sonorous than [�].  The only constraint that does make a distinction is 
inactive – it never makes the crucial determination of winner status for stress placement. 

In contrast to Gujarati, Nganasan does not conflate high and mid vowels with 
regard to stress.  The resulting ranking for Gujarati is summarized in Figure 3.3. 
 
 Figure 3.3: Gujarati sonority-driven stress ranking summary 

 *∆PrWd≤{�(�} TROCHEE 
   
 FTBIN  
   
 *∆PrWd≤�  
   
 ALIGNFTR  
   
 *∆PrWd≤{i,u}  

 
The contrast between Gujarati and Nganasan’s ranking is striking.  Whereas 

Nganasan has *∆PrWd≤{i,u} outranking all other sonority-stress constraints, the opposite is 
the case in Gujarati.  The Gujarati system further underscores the point that the sonority-
stress constraints must be freely permutable.  With || *∆PrWd≤{�(�} » *∆PrWd≤� » 
*∆PrWd≤{i,u} || it is clear that there is no fixed ranking of sonority-stress constraints, at 
least. 
 
 
3.4.1.4 Variation 

Cardona (1965) reports a few instances of free variation in his description of 
Gujarati stress.  The most major variation is in avoidance of stressed penult [�].  Like the 
dialect described in this section, stress can fall on the penult if it contains a schwa and the 
ultima a non-low vowel: e.g. [k���e] ‘does, do’.  However, Cardona reports that if the 
penult [�] is in an open syllable, stress may fall on the ultima: 
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(35) Free Variation: C�.CV-LOW (Cardona 1965:33) 
 [j��min] ~[j�mín]  ‘land’ 

[����u] ~[���ú]  ‘beginning’ 
[k���e] ~[k��é]  ‘does, do’ 

 [n��wo]~[n�wó]  ‘new’ 
 

However, stress will not fall on the final syllable if the penult is closed: 
 
(36) Penult stress: CV�C.CV 

[���w.�i]  ‘a name of Parvati’,  *[��w.rí] 
 [w��s.tu]  ‘matter’,   *[w�s.tú]  

[p��$.�e]  ‘personally’,   *[p�$.�é] 
 [s��N.t�o]  ‘a machine’,   *[s�N.t�ó] 
 

There are two differences between the grammars.  One is in the ranking of the 
constraint TROCHEE.  In the dialect without final stress, TROCHEE is undominated.  It 
therefore rules out forms like *[(k��é)], with an iamb; FTBIN – as usual – rules out 
*[k�(ré)], so resulting in [(k���e)].  It still will not rule out words like [�i(ká�)] and 
[sine(má)] – these forms do not violate TROCHEE, having left-headed feet, and 
*∆PrWd≤{�(�} outranks FTBIN.   
 In the grammar with final stress in [j�mín], TROCHEE is outranked by *∆PrWd≤�.  
With this ranking, stress can fall on a final syllable to avoid a penult �, producing an iamb.  
This is illustrated in tableau (37). 
 
(37)  
 /k��e/ FTBIN *∆PrWd≤� TROCHEE 
 (a) (k���e)  *!  
� (b) (k��é)   * 
 (c) k�(�é) *!   
 

The second difference between the grammars is in weight-by-position (Hayes 
1989).  Codas count as moraic in the grammar with [���é] but not the grammar with 
[��wrí].  It is significant that FTBIN still outranks *∆PrWd≤{�}; this ranking explains why 
stress will not leave a penult closed syllable with �.  In /��w�i/, for example, candidates 
with final stress are either *[(��w.�í)] or *[��w(�í)].  Both violate FTBIN – the former 
because it has an uneven (σµµσµ) foot and the latter because it has a degenerate foot.  So, 
final stress is ruled out by FTBIN, producing penult stress.  This situation is illustrated in 
tableau (38). 
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(38)  
 /��w�i/ FTBIN *∆PrWd≤� TROCHEE 
� (a) (���w)�i  *  
 (b) (��w�í) *!  * 
 (c) ��w(�í) *!   
 

In short, the difference between the grammars is in the ranking of TROCHEE.  In the 
dialect described here, TROCHEE is undominated; in contrast, the dialect that avoids penult 
[�] in open syllables has TROCHEE crucially outranked by *∆PrWd≤�. 
 
 
3.4.2 Environment-specific conflation  

Gujarati is not only interesting in terms of the categories it conflates, but also in 
that conflation varies depending on the environment.  In non-final syllables, [��] is less 
harmonic than any of [í ú é ó �� ��], which in turn are less harmonic than [á].  However, in 
final position, [��] is conflated with non-low vowels for stress: they are all equally avoided.  
For example, [k���e] shows that final [é] is not more harmonic than penult [��].  This is 
‘environment-specific’ conflation, where the conflation of categories varies depending on 
their position. 
 Environment-specific conflation is important in distinguishing the stringency 
approach from theories that combine constraints.  These include Crowhurst & Hewitt’s 
(1997) constraint disjunction and Kenstowicz’ (1996) proposal that scale categories may 
be conflated before producing constraints.  I also include Prince & Smolensky’s (1993) 
‘constraint encapsulation’ with the caveat that this was intended as a purely abbreviatory 
device (Alan Prince p.c.), and not as a theory of constraint combination. 

The first step is to show how environment-specific conflation is done in the present 
theory.  A discussion of how it differs from the ‘encapsulation’ approaches just mentioned 
is then provided. 

In the present theory, environment-specific conflation comes about when a 
constraint C renders an otherwise active sonority-stress constraint inactive in a specific 
competition.  In Gujarati, C is FTBIN.  It renders *∆PrWd≤� inactive when one candidate has 
final stress and the other does not.  Such a situation happens for [k���e], for example.  The 
winner is not *[k�(ré)] because FTBIN rules out the degenerate foot, rendering *∆PrWd≤� 
inactive. 
 
(39)  
 /k��e/ FTBIN *∆PrWd≤� 
� (a) (k���e)  * 
 (b) k�(�é) *!  
 

FTBIN only renders *∆PrWd≤� inactive in this specific competition.  FTBIN is 
irrelevant in other competitions that do not involve final stress (e.g. [kój�ldi]).  *∆PrWd≤� 
makes the crucial choice in such situations, as shown in tableau (40). 
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(40)  
 /koj�ldi/ FTBIN *∆PrWd≤� 
� (a) (kój�l)di   
 (b) ko(j��ldi)  *! 
 

Environment-specific conflation provides evidence that the ranking of the sonority-
stress constraints must be freely permutable.  The evidence is best explained with reference 
to a fixed ranking theory, such as the one in (41), adapted from Kenstowicz (1996) and 
Prince & Smolensky (1993). 
 
(41) Fixed Ranking stress-sonority constraints 

|| *∆PrWd/� » *∆PrWd/{i,u} » *∆PrWd/{�(�} » *∆PrWd/a || 
 

In Gujarati, FTBIN renders *∆PrWd/� inactive in final syllables: FTBIN outranks 
*∆PrWd/� to prevent final stress in words like [k���e].  This ranking means that FTBIN also 
outranks *∆PrWd/{*(�}, and by transitivity all the other sonority-stress constraints in (41).  
However, if FTBIN outranks all sonority-stress constraints, stress will not fall on a final [a] 
as in [�i(ká�)], *[(�íka�)], as shown in tableau (42). 
 
(42)  
 /�ika�/ FTBIN *∆PrWd/� *∆PrWd/i,u 
� (a) (�íka�)   * 
 (b) �i(ká�) *!   
 

The problem illustrated in (42) follows from transitivity of ranking.  FTBIN 
effectively renders *∆PrWd/� inactive in situations of final stress; in other words, in the 
competition [(k��re)] vs *[k�(ré)], FTBIN alone determines the winner, rendering *∆PrWd/�’s 
violations irrelevant.  Since *∆PrWd/� – and by transitivity FTBIN – outranks *∆PrWd/{i,u}, 
FTBIN also renders *∆PrWd/{i,u} inactive in final stress competitions, as illustrated in 
tableau (42).  Thus, FTBIN’s predominant position in the ranking incorrectly prevents 
sonority from being a factor in any competition involving final stress – i.e. in the 
*[(�íka�)]~[�i(ká�)] competition. 
 Because the ranking of the present theory’s constraints is freely permutable, the 
same implication does not hold.  If || FTBIN » *∆PrWd≤� ||, it is not necessarily the case that || 
FTBIN » *∆PrWd≤{�(�} ||.  As established above, it is necessary that *∆PrWd≤{�(�} outranks 
FTBIN in this language; the relevant tableau is repeated in (43). 
 
(43)  
 /�ika�/ *∆PrWd≤{�(�} FTBIN 
 (a) (�íka�) *!  
� (b) �i(ká�)  * 
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This point about environment-specific conflation not only rules out theories with 
constraints in a fixed ranking, but also theories in which such constraints can be combined 
through some operation.  For example, a theory in which constraints can be combined to 
form a single constraint through a disjunction operator would amalgamate *∆PrWd/{i,u} and 
*∆PrWd/{�(�} to form a single constraint that assigned a violation to a stressed syllable with 
either a high vowel or a mid vowel (see e.g. Crowhurst & Hewitt 1997).36  Such a 
constraint will be called *∆PrWd/{i,u}∨ *∆PrWd/{�(�} here, and the general type of constraint 
as ‘encapsulated’.   

Certainly, encapsulated constraints can produce conflation.  For Gujarati, for 
example, the ranking would be || *∆PrWd/� » *∆PrWd/{i,u}∨ *∆PrWd/{�(�} » *∆PrWd/a ||, with 
the high- and mid-vowel constraints encapsulated.  The problem is that the encapsulation 
approach cannot produce the type of environment-specific conflation seen in Gujarati.  
Since FTBIN outranks *∆PrWd≤�, it also outranks *∆PrWd/{i,u}∨ *∆PrWd/{�(�}; the result is 
that FTBIN renders the latter inactive in the same environments as the former.  /�ikar/ is 
incorrectly predicted to surface as *[�íka�].   
 
(44)  
 /�ika�/ FTBIN *∆PrWd/� *∆PrWd/{i,u}∨ *∆PrWd/{�(�} 
� (a) (�íka�)   * 
 (b) �i(ká�) *!   
 

Again, there is no ranking that will produce the attested [�ikár].  For this to happen, 
FTBIN would have to rank below the encapsulated constraint, producing a ranking 
contradiction. 
 To summarize, fixed ranking theories make strong predictions about the 
environments in which constraints will be inactive.  In a fixed ranking theory, if scale-
constraint C is rendered inactive in environment E, then all scale-constraints ranked lower 
than C will also be rendered inactive in that environment.  This prediction makes a system 
with environment-specific conflation like Gujarati’s impossible to produce.  In contrast, 
the freely permutable constraints proposed here do not have any such implications.  The 
properties of Fixed Ranking theories are discussed in more detail in §3.6. 

This section has shown that the present theory can account for stress systems in 
which medial categories are conflated.  It also showed that the theory can account for 
environment-specific conflation, where different conflations apply in different 
environments.   
 
 

                                                        
36  Prince & Smolensky (1993:ch.9) combine constraints in this way; their term ‘encapsulation’ is used here.  
Kenstowicz (1996) suggests a similar approach, proposing that “grammars may differ in the granularity with 
which sonority distinctions are recognized”.  Kenstowicz (1996) also suggests an approach with unranked 
constraints; this proposal will not be discussed here.  Crowhurst & Hewitt (1997) propose that constraints can 
be combined in a disjunctive relation, as here.  Prince & Smolensky’s (1993) PKPROM has a similar effect, 
and similar problems – see de Lacy (1997a) for discussion of this constraint in particular. 
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3.5  Typology 
This section addresses two issues relating to empirical coverage.  One is whether 

the stringent constraints can produce every attested conflation.  The other is whether they 
are restrictive – are they unable to produce impossible conflations? 
 While this section explores these two issues within the context of sonority-driven 
stress, it is worth noting that the constraints that motivate sonority-driven stress are only a 
small part of the present theory.  In fact, the constraints discussed here are only those that 
refer to sonority combined with PrWd and foot DTEs.  Remaining are all those constraints 
that refer to other categories – the syllable, mora, phonological phrase, and so on – and 
other scales, such as tone, Place of Articulation, and so forth.  In addition, constraints on 
non-DTEs have yet to be discussed, even though these do have an effect on sonority-driven 
stress (discussed in detail in ch.4§4.3).   

Even so, the typology of conflation for sonority-driven stress will be the focus of 
this section because it is a self-contained microcosm of the present theory: the issues that 
arise in sonority-driven stress – hierarchy and conflation – also arise in every other scale-
related empirical phenomenon.  The same issues arise for tone-driven stress (de Lacy 
1999a, 2002b) and for syllabification (Prince & Smolensky 1993); the effects of 
hierarchies and conflation are even evident in neutralization, as discussed extensively in 
chapters 6 and 9.   

In short, sonority-driven stress is useful for examining the predictions of the present 
theory since its effects are largely duplicated in other domains.  So, what the present theory 
predicts for hierarchies and conflation in sonority-driven stress also holds for every other 
related phenomenon. 
 
•  Section 3.5.1 examines the ranking needed for a grammar to exhibit sonority-driven 
stress.   
•  Section 3.5.2 discusses factors that never play any role in stress assignment, such as 
Place of Articulation.   
•  Section 3.5.3 asks whether a set of binary scales can produce the same result as a single 
multi-valued scale. 
•  Section 3.5.4 deals with the typology of conflation.  It identifies two different types of 
conflation and discusses their empirical effects. 
•  Section 3.5.5 discusses the relation between conflation and hierarchical implications. 
 
 
3.5.1 Ranking for sonority-driven stress 

Two independent rankings are necessary to produce sonority-driven stress.  Both 
rankings involve constraints on stress placement, such as ALLFTL.  One involves the 
sonority-stress constraints, and the other faithfulness constraints.  Both rankings will be 
discussed in turn. 
 For stress to be sensitive to sonority, some sonority-stress constraint must outrank 
some stress-locating constraint.  In the hypothetical example below, *∆PrWd≤� outranks 
ALIGN-σ�-L to produce avoidance of stressed schwa; the opposite ranking would render 
*∆PrWd≤� inactive, and therefore stress would ignore sonority. 
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(45)  
 /p�ti/ *∆PrWd≤� ALIGN-σ�-L 
 (a) p�ti *!  
� (b) p�tí  * 
 

It is necessary for some sonority-stress markedness constraint to outrank some 
active stress-locating constraint for sonority-driven stress to work, but this ranking is not 
sufficient.  The ranking of faithfulness constraints is also relevant. 
 A candidate not considered in tableau (45) is [páti], where the /�/ has changed to 
[a]; this change effectively avoids violating *∆PrWd≤�, and so offers an alternative response 
to sonority-driven stress.  To eliminate such a candidate, faithfulness constraints must at 
least outrank the stress-locating constraints.  The relevant constraint is IDENTV, which 
preserves input vowel feature specifications (after McCarthy & Prince 1995). 
 
(46)  
 /p�ti/ *∆PrWd≤� IDENTV ALIGN-σ�-L 
 (a) p��ti *!   
� (b) p�tí   * 
 (c) páti  *!  
 

The tableau shows that the ranking between IDENTV and the sonority-stress 
constraint is irrelevant: sonority-driven stress comes about when IDENTV and some 
sonority-stress constraint both outrank stress-locating constraints. 
 The ranking between IDENTV and the sonority-stress constraint does have some 
effect.  If the latter outranks the former, neutralization will take place in words where stress 
must inevitably fall on a vowel banned by the sonority-stress constraint.  An example is the 
word [p�t�] – stress cannot help but fall on a schwa.  With *∆PrWd≤� outranking IDENTV, 
though, whichever vowel receives stress changes. 
 
(47)  
 /p�t�/ *∆PrWd≤� IDENTV ALIGN-σ�-L 
 (a) p��t� *!   
 (b) p�t�� *!  * 
� (c) pát�  *  
 

If IDENTV outranks the sonority-stress constraint, neutralization does not take place.  
This is the situation in Nganasan, for example. 

If the stress-locating constraints dominate either IDENTV or the sonority-stress 
constraints, sonority-driven stress does not take place.  If both the stress-locating 
constraints and the sonority-stress constraints outrank IDENTV, neutralization takes place: 
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(48)  
 /p�ti/ *∆PrWd≤� ALIGN-σ�-L IDENTV 
 (a) p��ti *!   
 (b) p�tí  *!  
� (c) páti   * 
 

If the stress-locating constraints and IDENTV both outrank the sonority-stress 
constraints, neither neutralization nor sonority-driven stress happens: 
 
(49)  
 /p�ti/ IDENTV ALIGN-σ�-L *∆PrWd≤� 
� (a) p��ti   * 
 (b) p�tí  *!  
 (c) páti *!   
 

The rankings are summarized in Table 3.4.  Σ stands for ‘some sonority-stress 
constraint’, while ‘stress’ stands for some stress-locating constraint. 
 
 Table 3.4:  Ranking Typology 
 Ranking Type   
 Σ IDENT stress with neutralization (47) 
 IDENT Σ stress 

sonority-driven 
stress without neutralization  

 Σ stress IDENT  
 stress Σ IDENT 

Neutralization 
 

(48) 

 IDENT stress Σ  
 stress IDENT Σ 

no stress-sonority 
interaction  

(49) 

 
The ranking schema can be generalized for all prominence-driven stress cases by 

replacing Σ with some constraint that relates ∆PrWd/Ft to some property.  For further 
discussion, see de Lacy (1999a, 2002b). 
 
 
3.5.1.1 Positional markedness vs positional faithfulness: Telling the two apart 
 One of the crucial properties of the rankings identified in Table 3.4 is that the 
constraints that motivate sonority are of the ‘positional markedness’ sort – they refer to a 
combination of a prosodic position and a property.  Since there has been some controversy 
over whether positional markedness constraints are necessary – i.e. whether they can be 
entirely supplanted by positional faithfulness constraints (Beckman 1998 cf Zoll 1998).  
This section aims to identify the general properties where positional markedness and 
positional faithfulness differ. 
 Positional markedness constraints that are relevant mention at least two distinct 
elements, having the general form *x/y; this constraint assigns a violation for candidates 
that have a position x and property y in combination.  For example, violations of the 
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constraint *-∆PrWd≥{i,u} can be eliminated by either moving the DTE or altering the 
quality of the vowel, as shown in tableau (50); the exact outcome is determined by the 
relative ranking of faithfulness and stress constraints and the properties of the candidate 
under evaluation. 
 
(50)  
 /p�ta/ *-∆PrWd≥{i,u} IDENTV ALIGN-σ�-L 
 (a) p��ta *!   
� (b) p�tá   * 
� (c) p��t�  *  
 

The faithful candidate (a) has a high-sonority unstressed vowel [a], so fatally 
violates *-∆PrWd≥{i,u}.  This leaves candidates (b) and (c).  Candidate (b) avoids violating 
*-∆PrWd≥{i,u} by shifting stress onto the [a].  Candidate (c) also avoids *-∆PrWd≥{i,u}, but 
instead by reducing /a/ to [�].   

Both of these responses are attested.  Candidate (b) wins in the Papuan language 
Kara: stress avoids [�] for higher sonority vowels (Schlie & Schlie 1993, p.c., de Lacy 
1997a).  Candidate (c) wins in New Zealand English (my native dialect): all unstressed 
vowels reduce to [�], and [�] can be stressed (e.g. [b����] ‘bitter’). 
 This ‘symmetrical effect’ of positional markedness constraints is explicitly 
discussed in de Lacy (1999a, 2000a, 2002b) and Smith (2002).  
 The symmetrical effect property can be used to determine whether a positional 
markedness or positional faithfulness constraint is appropriate.  Since both vowel 
centralization and stress shift are possible ways to avoid stressed schwa, the constraint(s) 
that ban(s) stressed schwa must be of the positional markedness variety. 
 
• Positional faithfulness 
 Beckman’s (1998) positional faithfulness constraints have quite a different effect 
from positional markedness ones.  Positional faithfulness constraints do not promote 
unfaithfulness, but can only block certain unfaithful mappings; in contrast, a positional 
markedness constraint can favour unfaithful candidates over faithful ones.  However, as 
shown by Beckman (1998), a positional faithfulness constraint in combination with a 
context-free markedness constraint can produce much the same result as a positional 
markedness constraint (also see Zoll 1998).  For example, the ranking || σ�-IDENTV » 
*≥{i,u} || (where *≥{i,u} bans all vowels with equal or more sonority than high vowels) 
can produce vowel reduction in unstressed syllables, after Beckman (1998). 
 
(51)  
 /pitaki/ σ�-IDENTV *≥{i,u} IDENTV 
 (a) pítaki  * * *!  
� (b) pít�k�  * * * 
 (c) p��t�k� *!  * * * 
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Unlike positional markedness constraints, though, positional faithfulness 
constraints cannot interact with context-free constraints to trigger changes in prosodic 
structure.  The reason for this difference relates to the fact that faithfulness is not an issue 
in the sonority-driven stress systems of the sort encountered above.  In other words, the 
primary competing forms do not differ in terms of faithfulness, but only in stress position. 
 For example, in Gujarati the form /h��an/ has output candidates *[h���an] and 
[h��án].  These candidates do not differ in terms of faithfulness, so no faithfulness 
constraint can distinguish them – the entire responsibility falls on markedness 
constraints.37  If all markedness constraints were context-free, there would be no way to 
distinguish the two candidates; stress will fall on the default position.  Thus, a theory 
without positional markedness constraints – and only positional faithfulness and context-
free constraints – incorrectly predicts that sonority-driven stress systems of the type 
discussed above cannot exist.  Positional markedness constraints are therefore necessary. 

In short, positional faithfulness constraints of the form p-IDENT[f], where p is a 
prosodic position and f is a feature, cannot interact with context-free markedness 
constraints to cause p to change.  Thus, they cannot motivate sonority-driven stress, or any 
prosodic change without attendant unfaithfulness (see §3.5.2 for a rather indirect exception 
to this statement). 
 
 
3.5.1.2 Hierarchy and form stringency 
 Prince (1997a,b,c, 1999) identifies a potential problem with freely rankable 
stringent constraints.  Constraints that have a stringency relation on elements of structure 
may turn out to be in straightforward conflict when entire structures are compared. The 
problem is illustrated with respect to the sonority-stress constraints here. 
 The constraints considered here are *∆Ft≤{i,u} and *∆Ft≤{�}.  As shown in tableau 
(52), the constraints are in conflict in competition between two candidates from the input 
/pit�kit�/. 
 
(52) 
 /pit�kit�/ *∆Ft≤{�} *∆Ft≤{i,u} 
 (a) (pít�)(kìt�)  * * 
 (b) pi(t��ki)t� * * 
 

If *∆Ft≤{�} outranked *∆Ft≤{i,u}, candidate (a) would win; in the opposite ranking, 
candidate (b) would win.   

Of course, for this to be a real conflict, other candidates must be eliminated.  Most 
notably, [(pít�)kit�] and [pit�(kít�)] must be dispensed with as both are local harmonic 
bounds for (a) and (b) in terms of the constraints above (they only incur one violation of 
*∆Ft≤{i,u}).  A constraint like LAPSE will do the job (Prince 1983, Selkirk 1984, Green & 

                                                        
37  This statement disregards constraints that preserve stress.  However, if such constraints were active, the 
system would be a lexical stress one, not prominence-driven. 
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Kenstowicz 1995); this constraint penalizes sequences of unstressed syllables.  The 
following discussion will assume that LAPSE is high-ranked. 
 The concern is with the ranking in which candidate (b) wins: || *∆Ft≤{i,u} » 
*∆Ft≤{�} ||.  Under this ranking, it seems that stress avoids high vowels (as in 
[(pít�)(kìt�)]) for schwa (as in [pi(t��ki)t�]).  In other words, this ranking seems to create a 
scale reversal.  
 Prince (1999) shows that this problem arises with freely rankable stringent 
constraints, as outlined above.  In contrast, it does not happen with constraints in a 
particular fixed ranking – namely where constraints that ban marked elements outrank all 
those that ban more marked elements: e.g. || *∆Ft/{�} » *∆Ft/{i,u} » *∆Ft/{e,o} » *∆Ft/{a} ||.  
Because *∆Ft/{�} always outranks *∆Ft/{i,u}, a candidate with stressed [�] will always 
incur a more serious violation than any without stressed schwa, regardless of the number of 
stressed [í]’s it contains.  To make one thing clear, it makes no difference whether the 
constraints in a fixed ranking are stringent or not.  This is evident from tableau (52): if 
*∆Ft≤� universally outranked *∆Ft≤{i,u}, the candidate [pi(t��ki)t�] would never win. 
 
• Potential solutions and conflation 

Prince (1999) identifies four potential solutions to this problem, one of which will 
be discussed here.38  This solution retains the stringent form of constraints, but keeps a 
fixed ranking between them.  If *∆Ft≤{�} universally outranks *∆Ft≤{i,u}, then [pi(t��ki)t�] 
will never beat [(pít�)(kìt�)] for sonority reasons alone.   

However, a fixed ranking – even of stringent constraints – eliminates the ability to 
conflate freely (see §3.6).  More concretely, the ranking || *∆Ft≤{i,u} » *∆Ft≤{�} || is 
needed in Nganasan to conflate high vowels and schwa.  If *∆Ft≤{�} universally outranks 
*∆Ft≤{i/u}, schwa cannot be conflated with high vowels. 

Generalizing, in order to get conflation of central and high vowels there must be 
some markedness constraint that assigns the same violations to stressed schwa and stressed 
high vowels.  This fact makes the potential for [pi(t��ki)t�] to be favoured over 
[(pít�)(kìt�)] inevitable if the theory is to deal with conflation. 
 
• Reconsidering the effect 

The particular problem of [pi(t��ki)t�] vs [(pít�)(kìt�)] will be the focus here since 
the sonority scale is the focus of this dissertation.  To recap, the fear is that *∆Ft≤{i,u} 
causes a reversal of the sonority hierarchy: stress seemingly avoids high vowels for schwa.  
However, this is only superficially so. 

*∆Ft≤{i,u} has two effects: (i) it favours mid and low peripheral vowels over high 
vowels and schwa and (ii) it promotes minimization of structure (specifically, 
minimization of the number of stressed syllables).  In its second property, it is like every 
other negatively formulated markedness constraint: *f favours candidates with fewer 
instances of f over those that contain more f’s. 

                                                        
38  The critique below also applies to the other three solutions in Prince (1999), some of which are too 
complex to discuss briefly here – see Prince (1999:4ff) for discussion. 
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To illustrate *∆Ft≤{i,u}’s structure-minimizing effects, compare two candidates 
from input /pitikiti/: (a) [(píti)(kìti)] vs (b) [pi(tíki)ti].  Candidate (a) violates *∆Ft≤{i,u} 
twice, while (b) violates it only once.  Sonority clearly plays no crucial role here; the 
winner is solely determined because *∆Ft≤{i,u} – like all negative markedness constraints 
– prefers a minimum of structure (i.e. stressed syllables, in this case). 

Returning to the central case, it is clear that *∆Ft≤{i,u} prefers [pi(t��ki)t�] over 
[(pít�)(kìt�)] for two reasons: (i) [pi(t��ki)t�] has less structure than [(pít�)(kìt�)] and (ii) 
*∆Ft≤{i,u} conflates schwa and high vowels.  Point (ii) is the source of the apparent 
problem: because high vowels and schwa are conflated, the structure-minimization aspect 
of the constraint can show through.  So, the effect of *∆Ft≤{i,u} can be informally 
described as “In a word with only high vowels and schwa, minimize feet.”  The fact that a 
less sonorous vowel ends up stressed is an entirely incidental side effect of the structure-
minimization aspect of *∆Ft≤{i,u}. 

So, *∆Ft≤{i,u} plays much the same role in this case as FTBIN does in Gujarati.  As 
shown for Gujarati, FTBIN bans final stress.  In a competition like [(k���e)] vs *[k�(�é)], the 
surface effect is as if the scale has been reversed: stress seems to prefer [�] for the mid 
peripheral vowel [e].  However, this apparent reversal is only incidental – it is a side effect 
of the pressure for binary left-headed feet. 

In short, a language in which *∆Ft≤{i,u} alone is active in the particular way 
described above will produce an effect such that (i) stress will avoid high vowels and 
schwa for mid and low peripheral vowels (as in Nganasan) and (ii) in words with only high 
vowels and schwa the candidate with the minimum number of stressed syllables will win. 

To sum up, the potential problem identified by Prince (1999) does not apply in the 
narrow confines of the sonority-driven case applied here.  The apparent problem is simply 
analogous to cases attested in natural language: constraints may eliminate sonority-
sensitivity in particular environments.  *∆Ft≤{i,u} inherently eliminates sensitivity to the 
distinction between schwa and high vowels, allowing its structure-minimization aspect can 
show through in this particular case. 

As a concluding note, Prince’s (1999) problem is more generally applied to 
stringent constraints, as he shows with a ‘structural’ scale of the type | CC]σ 〉  C]σ |.  Since 
such structural scales are not considered in this dissertation, the implications of this fact 
will not be considered here.   
 
 
3.5.1.3 Positive and negative constraints 

At this point it is timely to consider positively formulated constraints, since they 
have properties that seem to deal with the issue raised in the preceding section.  However, 
positive constraints raise other problems, identified for non-stringent constraints in de Lacy 
(1999a, 2000a), and extended to stringently formulated constraints here.39 

The constraints proposed in this work are negatively formulated: they ban 
structures rather than require them.  In other words, the constraints assign a violation to a 
                                                        
39  My thanks to Moira Yip and the audience at the Tone Workshop in Tromsø for their comments on a paper 
that closely relates to the points in this section.  For further critical discussion of positive constraints of the 
type discussed here and their properties, see Yip (2000). 
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candidate if it contains some structure Σ.  In contrast, positive constraints require certain 
structures: they assign violations to a candidate if it does not contain some structure Σ.  For 
example, the constraint ∆Ft→[a] requires all stressed syllables to contain the vowel [a]. 

To put the negative-positive distinction in more formal terms, negative constraints 
have the form *Σ, where Σ is some structure.  Negative constraints are evaluated by taking 
the ‘power structure’ of a candidate (i.e. the set of all possible substructures of a 
candidate’s prosodic and featural structure); the number of violations incurred is the same 
as the number of distinct structures in the power structure that are identical to Σ.  In 
contrast, positive constraints with the form x→y require that every x be related to y (usually 
through the association relation); every x that is not so related incurs a violation. 

For sonority-driven stress, positively formulated non-stringent constraints have 
been proposed by Crosswhite (1999); positively formulated stringent constraints are 
employed in de Lacy (1997a). 
 
• The pile-up problem 

A difference between positive and negative constraints is the ‘pile-up’ effect: where 
greater complexity in relation to a property p (usually more instances of p) is preferred 
over less complexity.  

Negative constraints favour less structure over more – this property was at the core 
of the issue discussed in the preceding section.  In contrast, positive constraints favour 
more structure over less.  The tone-DTE constraints in (53) illustrate this point well; H 
stands for ‘high tone’, M for ‘mid tone’, and L for ‘low tone’.  The constraints in (53) are 
non-stringent since positive non-stringent constraints exhibit the pile-up problem in a far 
more transparent manner; the result will be extended to positive stringent constraints 
below. 

 
(53) (a) *∆σ/L » *∆σ/M » *∆σ/H 
 (b) ∆σ→H » ∆σ→M » ∆σ→L 
 

As an example, the constraint ∆σ→H requires syllable DTEs to be associated to a 
high tone.  The problem with these constraints is that they do not simply favour higher tone 
over lower tone, but contour tones over simplex tones.  This is because a contour tone as in 
[pâ] satifies both ∆σ→H and ∆σ→L (i.e. it violates ∆σ→M only), while [pá] violates both 
∆σ→M and ∆σ→L. 
 The following tableau illustrates this point.  In this grammar, an underlyingly 
toneless syllable is required to have tone on the surface.  The ban on contour tones is 
ranked below ∆σ→L, with the consequences seen in (54). 
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(54)  
 /pa/ ∆σ→H ∆σ→M ∆σ→L *CONTOUR 
 (a) pá  *! *  
 (b) pa+ *!  *  
 (c) pà *! *   
 (d) pâ  *!  * 
� (e) paHLM    * 
 

In short, positive constraints predict a language where the epenthetic tone is a 
contour tone, not a singleton.  Moreover, if the positive constraints are ranked above DEP-T 
– a constraint prohibiting tone epenthesis (Myers 1997) – they will produce a language in 
which all syllables bear contour tones, and none have singletons. 
 This result is clearly undesirable.  No language is reported to have contour tones on 
all syllables (Cheng 1973, Pike 1948, Ping 1999). 
 The same problem arises in many other situations as well.  For example, Prince & 
Smolensky’s (1993) sonority-margin constraints are formulated negatively (*MAR/glide » 
*MAR/liquid » *MAR/nasal » *MAR/fricative » *MAR/stop).  The constraints’ positive 
counterparts would cause a pile-up problem for margins.  The best onset and coda would 
be [tsfnlj], as it satisfies all the constraints MAR→glide, MAR→liquid, MAR→nasal, 
MAR→fricative, MAR→stop.  More generally, positive margin-sonority constraints favour 
complex margins over simplex ones.  This also raises a significant typological problem: 
there is no language that requires complex margins but bans single-segment ones. 
 In contrast, negative constraints do not produce the pile-up result.  Since negative 
constraints favour less structure over more, they universally prefer singletons to contour 
tones, as shown in tableau (55). 
 
(55)  
 /pa/ ∗∆ σ/L ∗∆ σ/M ∗∆ σ/H *CONTOUR 
� (a) pá   *  
 (b) pa+  *!   
 (c) pà *!    
 (d) pâ *!  * * 
 (e) paHLM *! * * * 
 

The same argument holds for sonority.  Positive constraints prefer DTEs that 
contain rising diphthongs to those with singletons.  For example, the structure in (56a) 
satisfies both ∆σ→[a] and ∆σ→[i,u], while (56b) does not (the structural assumptions for 
rising diphthongs follow McCarthy 1995).  This predicts – among other things – that rising 
diphthongs could be epenthetic. 

 
(56) Diphthong Pile-Up 
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 (a) µ    (b) µ 

 
  i  a    a 
 

The same can be argued for positive constraints for Place of Articulation: the 
coarticulated [kp] satisfies both [Place]→[labial] and [Place]→[dorsal], so being more 
harmonic than just [k], [p], or even [t]. 
 
 
• Stringency and the pile-up problem 

The problem identified above also arises for positive stringent constraints.  
Negative and positive stringent tonal constraints are provided in (57). 
 
(57) Stringent DTE-tone constraints 

(a) *∆σ{L}, *∆σ{L,M}, *∆σ{L,M,H} 
 (b)  ∆σ→{H}, ∆σ→{H,M}, ∆σ→{H,M,L} 
 

As an example, the constraint ∆σ→{H,M} requires syllable DTEs to be either high- 
or mid-toned.   
 The pile-up problem does not arise as directly with the positive stringent 
constraints.  For example, the competitors [pá] and [pâ] both do equally well on the 
constraints in (57). 
 However, the pile-up problem re-emerges when both DTE and non-DTE 
constraints are considered.  As discussed at length in chapter 4, and mentioned in chapter 
2, a segment can be both a DTE and a non-DTE.  For example, in [(,pati)], [i] is a DTE of a 
syllable, but a non-DTE of a foot.  The problem arises when the conflicting conditions on 
DTEs and non-DTEs are both active.  For example, ∆σ→H requires [i] to bear a high tone, 
but the non-DTE constraint -∆Ft→L requires [i] to bear a low tone.  Thus, the most 
harmonic form for [i] to take is again the contour tone [î].  With positive constraints, the 
tonally optimal form of /pati/ is therefore [(,pátî)].   

So, positive DTE and non-DTE constraints can work together to create the 
unattested situation whereby all unstressed syllables bear a contour tone while all stressed 
ones bear a simplex one (tableau (58)). 
 
(58)  
 /pati/ ∆σ→{H} -∆PrWd→{L} *contour 
 (a) (,pátí)  *!  
� (b) (,pátî)   * 
 (c) (,pâtî)   * *! 
 

In contrast, negative constraints cannot produce such a pattern.  Consider the 
constraints *∆σ/{ L}  and *-∆PrWd/{H}.  These constraints cannot both be satisfied by having 
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a contour tone on a PrWd non-DTE.  It is most harmonic to minimize tones in this 
situation, inevitably violating one or the other constraint.40 
 In short, positive constraints encounter the ‘pile-up’ problem: they favour more 
structure over less, either individually or through their interaction.  In contrast, negative 
constraints favour less structure over more.   
 
 
3.5.2 Factors that never play a role in stress assignment 

The present theory makes restrictive predictions about possible hierarchical 
relations between vowel categories in sonority-driven stress.  Specifically, the constraints 
cannot produce a system in which stress avoids higher sonority vowels for lower sonority 
ones – in other words, where the sonority hierarchy is reversed, unless some incidental 
factor intervenes (e.g. a ban on final stress). 
 The reason for this restriction relates to how the present theory assigns violations.  
Every *∆α/x constraint favours higher sonority DTEs over lower sonority ones, so there is 
no ranking of these constraints that will force stress to avoid high sonority vowels.    While 
[a] attracts stress in several languages (e.g. Abelam, Gujarati, Kara, Kobon, Yimas)41, there 
is no language in which it repels stress.  The same can be said for mid vowels over high 
vowels (e.g. Abelam, Asheninca, Chukchi, Kobon, Komi, Mordwin), for high vowels over 
schwa (e.g. Chukchi, Gujarati, Lushootseed, Malay, and many others), and for high vowels 
over [i] (e.g. Pichis Asheninca). 

One issue this typology raises is not why stress is sensitive to sonority, but rather 
why it is not sensitive to so many other properties.  There are no stress systems in which 
subsegmental features such as Place of Articulation or backness in vowels plays a role in 
assigning stress.  The same goes for features such as [round], [nasal], and secondary 
articulation.  An example of such an unattested system is one in which stress falls on the 
leftmost round vowel, otherwise on the initial syllable: e.g. [páta], [póto], [póta], [pató].42  

The present theory provides a response to this issue by drawing a fundamental 
distinction between prosodic and featural scales: the former combine with structural 
elements to form constraints, while the latter do not.  The empirical effect of this division 
is that only prosodic features (i.e. sonority, tone, structure) may play a role in affecting 
stress placement.   
 For stress to be sensitive to a property p, there must be some markedness constraint 
that distinguishes between a stressed syllable with p and one without p.  Therefore, main 

                                                        
40  As a matter of fact, the most harmonic response to the two constraints is to have mid tone on non-DTEs, 
as attested in a number of languages (e.g. Ayutla Mixtec has epenthetic mid tones – Pankratz & Pike 1969). 
41  Abelam – Laycock (1965); Pichis Asheninca – J.Payne (1990); Chukchi – Krause (1980), Kenstowicz 
(1996); Gujarati – §3.3, Cardona (1965); Kara – Schlie & Schlie (1993), de Lacy (1997a) ; Kobon – Davies 
(1981), Kenstowicz (1996); Komi – Itkonen (1955), Lytkin (1961) ; Lushootseed – Urbanczyk (1996); Malay 
– Lapoliwa (1981); Mordwin – Kenstowicz (1996), Zaicz (1998), Jack Reuter p.c.; Yimas – Foley (1991). 
42  Stress in the Australian language Madimadi has been claimed to exhibit sensitivity to place of articulation 
of onset consonants (Hercus 1969, Davis 1985).  However, Gahl (1996) has proposed an alternative analysis, 
where stress is only sensitive to morphological structure.  Similarly, Crowhurst & Michael (2002) show that 
syllables with nuclei of [�i] attract stress over those with [i] nuclei in Nanti.  It is clear that sonority is not 
the only relevant factor in this system: it is probably the case that [�i] attracts stress because of its greater 
moraic content. 
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stress can be sensitive to the presence of [�] because there is a constraint *∆PrWd≤{�}.  
However, main stress cannot be sensitive to vowel roundness because there is no constraint 
*∆PrWd≤[+round].   
 Similarly, constraints such as *∆α/midV also cannot exist for empirical reasons.  
This constraint rules out mid vowels in DTEs, predicting a language in which DTEs avoid 
mid vowels for less sonorous vowels.  Tableau (59) illustrates this point for sonority-
driven stress.  With *∆PrWd/midV ranked above all other PrWd-DTE markedness 
constraints and stress locating constraints, stress will avoid a mid vowel for a high vowel – 
an unattested system. 
 
(59)  
 /petito/ *∆PrWd/midV ALLFTL 
 (a) (péti)to *!  
� (b) pe(títo)  * 
 

The ban on constraints like *∆α/midV also follows from the scale combination 
restriction: ‘mid vowel’ is not the most marked category of any prosodic scale, so it cannot 
combine with prosodic elements. 
 
• Reduction and Faithfulness 

An opaque type of stress sensitivity to subsegmental features can be caused by 
constraints that mention prosodic positions.  This section discusses the effect of positional 
markedness constraints; they can be used to force deviation from the default prosodic 
structure if doing so will preserve some feature value that would otherwise be lost.   

For example, suppose there is a language in which all unstressed syllables reduce to 
[�].  Suppose also that faithfulness to vowel roundness – IDENT[+round] – is ranked above 
all stress-placement constraints (i.e. ALLFTL, for argument’s sake).  Stress will move to a 
non-initial position if doing so will prevent a round vowel from reducing.  Tableau (60) 
illustrates this point. 
 
(60)  
 /pato/ *-∆PrWd≥{i,u} IDENT[+round] ALLFTL 
 (a) (páto) *!   
 (b) (pát�)  *!  
� (c) p�(tó)   * 
 

Candidate (a) is ruled out because the unstressed vowel is not [�] – *-∆PrWd≥{i,u} 
assigns a violation to all unstressed (and secondary stressed) syllables that contain a 
peripheral vowel.  Candidate (b) has stress on the leftmost syllable, so satisfying ALLFTL.  
However, by doing so, /o/ is forced to reduce to [�], losing its roundness.  This 
unfaithfulness to [round] fatally violates IDENT[+round], dooming candidate (b).  The only 
remaining candidate is (c), with stress on the round vowel. 
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 The net result is effectively a system in which stress falls on the leftmost round 
vowel, and unstressed vowels reduce.  Under this ranking, stress seems to be sensitive to 
subsegmental features, albeit in an opaque way.   

On the other hand, the surface form does not violate the generalization that stress 
falls on the most sonorous element: stress falls on [o], which is more sonorous than [�].  
The question now is whether a system could be set up in which stress is sensitive to a 
subsegmental feature and the output has a stressed vowel that is less sonorous than 
unstressed ones, due to sensitivity to some subsegmental feature. 
 
•  The Wilsonian problem 
 The type of concern just outlined comes to the fore in considering observations by 
Wilson (1999, 2000).  Wilson observes that positional faithfulness constraints can be used 
to force a change in prosodic structure if doing so will help eliminate marked structures. 

Imagine a system in which a change in sonority does not take place in unstressed 
syllables, but rather roundness is neutralized (any other vowel feature – e.g. nasality – 
could also be used).  In other words, round vowels are only contrastive in stressed 
syllables, and eliminated elsewhere: /poto/ → [póte].  Can the desire to eliminate [+round] 
force a change in stress with the result that the stressed vowel is less sonorous than the 
unstressed one?  In such a case, /poti/ would emerge as [petí], not as *[póti] with stress on 
the (default) initial syllable. 
 The answer is “yes”, but in a rather opaque sense. 
 To explain, in the present theory [round] is not a prosodic property, so it cannot 
combine with a (non-)DTE position to form a constraint.  To eliminate the [round] contrast 
in unstressed syllables, then, the only option is a positional faithfulness analysis (Beckman 
1998; also see this chapter, §3.5.1.1).  Thus, || σ�-IDENT[round] » *+round » IDENT[+round] 
||.  As shown above, ALLFTL must be ranked below IDENT[+round]. 
 The form /poti/ is at issue here. 
 
(61)  
 /poti/ σ�-IDENT[round] *+round IDENT[+round] ALLFTL 
 (a) póti  * !   
 (b) potí  * !  * 
 (c) péti * !  *  
� (d) petí   * * 
 

The tableau shows that stress does end up on the less sonorous vowel [i] from input 
/poti/; stress does not fall on the default leftmost position.  This is due to the effect of 
*+round.  This constraint aims to minimize the number of round vowels in a form, but is 
blocked in its work by σ�-IDENT[round].  The solution is to move stress onto an unround 
vowel, as in (d), and so neutralize all round vowels in unstressed syllables. 
 In short, this is a system where stress falls on the leftmost unround vowel, then all 
unstressed round vowels neutralize. 
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 However, it is not a system in which – on the surface – less sonorous vowels 
always beat more sonorous vowels.  Although /poti/ is realized as [petí], it contrasts with 
input /peti/, which is realized as [péti] under the ranking above.  In /peti/→[péti], stress 
clearly does not avoid the more sonorous [e] for [i].  The result is that the system – on the 
surface – has lexical stress: there are surface forms that contrast only in the position of 
stress: [péti] (from /peti/) vs [petí] (from /poti/).  Roundness, then, acts as little more than a 
diacritic for stress avoidance in this system.  Crucially, it does not create a system where – 
on the surface – stress always avoids high sonority vowels for lower sonority ones.  
Similarly, on the surface stress does not avoid round vowels for unround vowels; there 
certainly is stress-sensitivity to roundness, but in a rather indirect fashion.  
 
•  Summary  
 To summarize, stress is never sensitive to subsegmental features.  This observation 
partly follows from the proposal that DTEs may not combine with subsegmental features 
in constraints.   
 However, stress sensitivity to subsegmental features can follow as a byproduct of a 
sonority-based contrast neutralization (i.e. vowel reduction and roundness neutralization), 
whether by means of positional faithfulness or positional markedness constraints.  In other 
words, stress sensitivity to subsegmental features is possible, but only in an opaque way: 
stress can avoid vowels based on their roundness, but only if their roundness is neutralized 
on the surface.  The result is a system that – on the surface – apparently has lexical stress, 
not sonority-sensitive stress.  In short, it is always true that in no language stress avoids a 
high sonority stressed vowel for a lower sonority one in all environments (i.e. putting aside 
interfering factors like foot form).43 
 
 
3.5.3 Hierarchical form: Subhierarchies and n-ary scales 

Part of the present theory’s hierarchy effects derives from the form of the sonority 
scale.44  The idea that there is a single sonority hierarchy to which scale-constraints refer 
was adopted in chapter 2.  There is a possible alternative though: the sonority hierarchy 
may in fact be several subhierarchies, each covering part of the sonority scale (e.g. 
Gnanadesikan 1997).  For example, the vowel sonority scale may be considered to be 
made up of two scales: one for peripherality | central 〉  peripheral |, and one or two for 
height | high 〉  mid 〉  low | (or even | 

�low 〉  +low | and | +high 〉  �high |). 
 
• Scale reversals 
 In many cases it is difficult to distinguish the empirical effects of subscales from 
having a single scale.  However, there is a disambiguating phenomenon: when the 
                                                        
43  One way around this is if only round vowels reduce to [�]: i.e. /patota/ → [pát�ta].  The ranking || 
IDENT[+round] » ALLFTL || could then prevent round vowels from neutralizing, producing [patóta], where 
stress falls on [o], avoiding the more sonorous [a].  However, vowel reduction never targets round vowels 
without also targeting unround vowels (Crosswhite 1998), so this situation will never arise for independent 
reasons. 
44  I am grateful to the audience at Haskins Laboratories for comments on a talk that closely relates to this 
section. 
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hierarchical relation between two categories can be either way in particular grammars.  As 
an example, the vowel peripherality scale and the vowel height scale mentioned above 
encode many of the same hierarchical relations between categories as the single sonority 
scale employed in this chapter.  However, schwa outranks high vowels on the Height scale, 
but the opposite ranking holds on the Peripheral scale.  Therefore, languages with both 
rankings are predicted to appear. 

The problem for this particular example is that the vowel sonority scale is 
remarkably rigid in its hierarchical relations.  Sonority-driven stress, for example, always 
treats [��] as worse than stressed high vowels.  The same is true for the relations between 
low, mid, and high vowels.  For consonant sonority, syllabification shows that the | vowel 〉  
liquid 〉  nasal 〉  obstruent | hierarchy is also inviolate, suggesting that the Sonority 
hierarchy consists of a single scale rather than several interacting subscales (see Parker 
2002 for a similar conclusion for different reasons). 
 It is important to note, though, that the present theory does not predict that the 
Sonority hierarchy must be a single unified scale.  As with any scale, such a determination 
must come about through evidence.  Situations of indeterminate ranking are simply a way 
to determine whether a hierarchy is derived from several subscales or a single scale. 

In that regard, an example of a place where subhierarchies may be relevant is with 
respect to obstruent voicing.  In some versions of the sonority hierarchy, voiced obstruents 
are universally more sonorous than voiceless obstruents: | voiced fricatives 〉  voiced stops 〉  
voiceless fricatives 〉  voiceless stops | (e.g. Jespersen 1904, Bolinger 1962, Alderete 1995).  
Others make the cut between fricatives and stops: | voiced fricatives 〉  voiceless fricatives 〉  
voiced stops 〉  voiceless stops | (e.g. Selkirk 1984, Dell & Elmedlaoui 1985, 1988, 
Ladefoged 1993, Blevins 1995, and many others).  Suppose for argument’s sake that there 
is evidence that both rankings are valid for particular grammars.  Such a situation indicates 
an indeterminate ranking: | voiced stop 〉  voiceless fricative | holds in one grammar, while | 
voiceless fricative 〉  voiced stop | in another.   Such a situation would indicate that there are 
two subscales, such as an Obstruent Voicing scale | voiced 〉  voiceless | and an Obstruent 
Continuancy scale | fricative 〉  stop |.  Since voiced stops are higher on the scale than 
voiceless fricatives in the former but the opposite relation holds in the latter, such scales 
would predict variable ranking. 

In short, there are reasons of theoretical implementation that some scales cannot be 
decomposed into several smaller subscales.  The reasons relate to natural class behaviour 
and the formal expression of hierarchy; both of these issues are discussed in turn below. 
 
• Natural classes 

Suppose that the vowel sonority scale | � 〉  i,u 〉  e,o 〉  a | can be decomposed into a 
series of binary scales: (a) | � 〉 i,u,e,o,a |, (b) | �,i,u 〉  e,o,a | and (c) | �,i,u,e,o 〉  a |.  Since 
these scales are consistent in terms of their hierarchy, they will have an effect similar to 
that of a single unified scale, as discussed in the preceding section. 

However, the present theory draws a direct relation between scales and features.  
Thus, decomposing a scale in the way just outlined implies that there are three binary 
features, called fa, fb, and fc, each expressing the scales in (a), (b), and (c) above.  For 
argument’s sake, from scale (a), [�] is [�fa] and [i u e o a] are all [+fa]; from scale (b), [� i 
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u] are all [�fb] while [e o a] are all [+fb].  Similarly, from (c), [� i u e o] are all [�fc] while 
[a] is [+fc]. 

Some of the features have analogues in current feature theories.  For example, [fc] 
classes sounds in the same way as [low] does, and [fa] distinguishes between peripheral 
and central vowels. 

However, proposing such features raises the question of their behaviour in other 
phonological processes.  After all, proposing a new feature is no trivial matter.  The feature 
can be expected to participate in dissimilation, assimilation, harmony, coalescence, and a 
multiplicity of other phonological processes.  For example, [low] is a reasonable feature 
because it participates in assimilation and dissimilation (e.g. Kera – Suzuki 1998), and in 
vowel harmony (van der Hulst & van der Weijer 1995:519ff). 

But what of a feature such as [fb]?  There is no vowel harmony whereby every 
vowel must be either one of [� i u] or one of [e o a].  However, with a feature like [fb] it 
would be a simple matter to construct such a case.  There is similarly no evidence for 
assimilation and dissimilation of [fb]. 

In general, proposing that multi-valued scales can be decomposed into smaller 
scales raises the issue of natural classes: if there is a scale | �,i,u 〉  e,o,a | and a 
corresponding binary feature, why do [�] and [i u] not act as a natural class for a variety of 
other phonological processes? 

The same question can be asked for the Place of Articulation scale, which is | dorsal 
〉 labial 〉  coronal 〉  glottal | (ch.5§5.3).  If this scale is decomposed into a series of binary 
scales (a) | dorsal 〉  labial, coronal, glottal |, (b) | dorsal, labial 〉  coronal, glottal | and (c) 
| dorsal, labial, coronal 〉  glottal | – with corresponding features to boot – this predicts that 
dorsal and labial will act as a class (after scale (b)) for processes like assimilation and 
dissimilation.  Scale (b) implies that there is a feature f and dorsals and labials are [�f] 
while coronals and glottals are [+f] (or vice-versa – the choice of value is immaterial).  
Thus, one could rightly expect a process in which dorsals dissimilate in the presence of 
labials and vice versa: e.g. /kapa/ → [tapa], cf /tapa/ → [tapa].  I know of no such 
dissimilation process.   

The same is true of assimilation: consonants should be expected to assimilate in [f] 
value.  So, one would expect to find a situation where /anka/ → [amka].  In this case, the 
[+f] /n/ assimilates to the [−f] value of /k/.  Since both labials and dorsals are [−f], the /n/ 
has a choice of surfacing as [m] or [�].  In this particular grammar, because [�] is more 
marked than [m], /n/ becomes [m].  Tableau (62) illustrates this situation. 
 
(62) 
 /anka/ *� AGREE[f] IDENT[f] 
 (a) anka  *!  
� (b) amka   * 
 (c) a�ka *!  * 
 
 AGREE[f] requires adjacent consonants to agree in f-value (Lombardi 1996, 1999).  
So, because [n] is [+f] and [k] is [−f], candidate (a) falls afoul of AGREE[f].  The two 
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remaining options are for /n/ to surface as [m] or [�] – both are [−f].  The constraint *� 
decides the matter – it bans dorsal nasals, so ruling out (b) (see chs.6,7 for more on this 
constraint). 
 The net result is that /n/ turns into [m] before [k].  This type of assimilation does 
not take place (see ch.7). 

The multi-valued feature approach avoids the issue just described.  The processes 
identified above – assimilation, dissimilation, and harmony – all require agreement in 
terms of a certain feature value.  With a multi-valued feature like [Sonority] or [Place], 
there is a distinct value for every category.  For example, dorsals are [xxxPlace] and labials 
are [xxoPlace].  In terms of processes that refer to feature value identity – like assimilation 
and dissimilation – labials and dorsals will not act as a class because their feature values 
for [Place] are different.  This rests on the assumption that all constraints that require 
identity are like the IDENT ones proposed here (for discussion see ch.5). 

In short, multi-valued features allow classes to be defined without appealing to 
some aspect of identity between elements.  So, there is no feature value that schwa and 
high vowels share that mid and low vowels do not share, yet they can be referred to as a 
class for sonority due to the nature of the scale-referring constraints proposed here. 
 
• Maintenance of hierarchies 

Suppose there is a single 3-element scale | γ 〉  β 〉  α |.  This would have three 
constraints: *{γ}, *{γ,β}, and *{γ,β,α}.  As demonstrated in ch.2 and this chapter, these 
constraints formally implement the hierarchy expressed by the scale. 

Now suppose that this scale was really three separate scales: (a) | γ 〉 α |, (b) | β 〉  α |, 
and (c) | γ 〉 β |.  The present theory would generate six constraints: (a) *{γ}, *{γ,α}; (b) 
*{β}, *{β,α}, and (c) *{γ}, *{γ,β}.   

With free ranking of these constraints, all hierarchical relations in the subscales are 
lost.  For example, *{β} can outrank *{γ}, so eliminating the hierarchy in the scale | γ 〉  β |.  
Similarly, *{γ,α} can outrank *{β}, so reversing the hierarchy | β 〉  α |; the same is true for 
the ranking || *{β,α} » *{γ} ||, which reverses the scale | γ 〉  α |.   

In short, the mechanisms proposed here effectively eliminate the hierarchies 
encoded in the subscales given above.  The only way to produce the hierarchy | γ 〉  β 〉 α | is 
to have a single unified scale, and consequently three constraints *{γ}, *{γ,β}, and 
*{γ,β,α}. 
 Of course, one may object to the point made above on the grounds that either (a) 
some other constraint-creation algorithm could be used or (b) some meta-condition 
prevents certain constraints from being produced.  Without a concrete proposal for (a), it is 
pointless to pursue this issue further.  As for (b), one obvious meta-condition that could be 
proposed is that if | x 〉  y | on any scale, then there can be no constraint that favours y over 
x.  However, such a condition is much too strong.  Different scales can reverse favouring 
relations between different types of elements: a segment’s markedness is not an absolute 
notion, but only relative to a particular scale.  More concretely, chapter 6 argues that 
coronals are more marked than glottals on the PoA scale, but the opposite is true in another 
scale. 
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• Summary 
In summary, it is not a trivial matter to decompose a single multi-member scale into 

several smaller scales.  Doing so has the potential to eliminate hierarchical relations in 
scales.  It also may predict unattested class behaviour. 

As a concluding comment, whether sonority or any other property is a single 
unified scale or is composed of several smaller scales is not a question that can be easily 
answered outside a particular theory of the formal implementation of scales.  The theory 
presented in this dissertation makes clear predictions about the consequences of having 
single scales or a multiplicity of smaller scales, as identified above. 
 
 
3.5.4 Typology of conflation 

This section identifies the present theory’s predictions for conflation.  The theory 
requires some categories to conflate, allows others to optionally conflate, and prevents 
other conflations from ever happening.  Section 3.5.4.1 deals with required conflations, 
while §3.5.4.2 examines the other two types.  
 
 
3.5.4.1 Conflation by constraint form 

The present theory requires some ‘universal’ conflations: where two categories are 
always treated alike.  Since two categories x and y are distinct iff some constraint favours 
one over the other, it follows that two categories are never distinct if there is no such 
constraint.   

An example of a universal conflation is the distinction between [í] and [ú].  No 
constraint proposed here favours one over the other; therefore, it is trivially true that for 
every possible ranking, all constraints that distinguish [í] from [ú] are inactive; therefore, 
[í] and [ú] are conflated.  This particular prediction is borne out by the fact that no stress 
system treats these two categories differently.  There is no language, for example, where 
stress seeks out the leftmost [i], avoiding a [u] closer to the default stress position (or vice 
versa).  Similarly, no language treats [e] as distinct from [o] for stress purposes, so the 
same explanation holds: there is no constraint that favours [é] over [ó], or vice versa.  
 
 
3.5.4.2 Contiguous conflation 

As shown in sections 3.3 and 3.4, conflation is not only effected by constraint form, 
but by ranking as well.  Section 3.3 showed that schwa and high vowels could conflate for 
stress purposes, as could mid and low vowels; §3.4 showed that high and mid vowels could 
conflate.  However, not all imaginable conflations are possible.  (63) is an empirical 
generalization about the conflations observed in sonority-driven stress systems. 
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(63) The Conflation Generalization 
 •  x,y,z are members of some scale S 
 If x and y are conflated into a single category C,  
 and z is between x and y in S (i.e. | x 〉  z 〉  y | or | y 〉  z 〉  x |) 

then z is conflated into category C. 
 

In other words, a set of categories can only conflate if they form a contiguous part 
of the scale.  Prince (1997 et seq.) shows that fully permutable stringent constraints place 
no other restrictions on conflation, predicting that any conflation of contiguous categories 
can happen.  Support for this generalization is given in the table below.  Building on Prince 
(1999) and my own work (de Lacy 1997a, 2000a), almost every possible contiguous 
conflation in stress-sonority interaction is attested.45 
 
 Table 3.5: Stress conflation typology46 
 Categories Languages Active Constraints 
 � i/u e/o a Kobon (Davies 1981) all *∆/x 
 � i/u e/o a Gujarati (§3.4) *∆≤�, *∆≤{e,o} 
 � i/u e/o a Asheninca (Payne 1990)  *∆≤�, *∆≤{i,u} 
 � i/u e/o a Yil (Martens & Tuominen 1977) *∆≤� 
 � i/u e/o a - *∆≤{i,u}, *∆≤{e,o} 
 � i/u e/o a Nganasan (§3.3, Helimski 1998) *∆≤{i,u} 
 � i/u e/o a Kara (Schlie & Schlie 1993) *∆≤{e,o} 
 � i/u e/o a all vowels are treated the same 
  (i) ‘�’ stands for any central vowel [� i u] 
 

The only gap is a language that conflates [��] and [í ú] but distinguishes mid from 
low vowels. In such a grammar, stress would be much as in Nganasan, except that it would 
retract from a mid vowel penult to a low vowel.  I assume that this gap is accidental. 
 
•  Non-contiguous conflation 

Missing in the table above – and in the data collected – is a language that conflates 
non-contiguous categories.  For example, there is no language that treats high vowels and 
low vowels in the same way and distinguishes both types from mid vowels for stress 
placement.  More concretely, there is no language like the one described in (64). 
 

                                                        
45  Categories are marked as conflated if they are grouped inside the same box.  For example, the mid and 
low vowels are conflated in Asheninca, but the central and high vowels are not.  Note that ‘�’ stands for any 
central vowel (e.g. Asheninca has [i], not schwa). 
46  The table does not list every sonority distinction.  For example, the distinction between tense and lax  
vowels is not discussed, nor is the distinction between types of central vowels.  These omissions are due to 
lack of data, so I will not comment further on this issue. 
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(64) Non-Contiguous Conflation 
 (a) Stress falls on the leftmost high or low vowel [i u a] 
  [píta], [píte], [píti] 
  [páta], [páte], [páti] 
 (b) otherwise it falls on a mid vowel: 
  [péte] 
 

In this language, stress avoids a mid vowel without also avoiding a low vowel.  In 
effect, [a] and high vowels have been conflated into a single category. 
 The reason why the present theory prevents such conflation relates to hierarchies 
and the fact that non-contiguous conflation requires a reversal in hierarchical relations.  If 
stress avoids mid vowels for high vowels, there must be some constraint that favours 
stressed high vowels over stressed mid vowels.  The present theory has no such constraint; 
the only constraint that bans stressed mid vowels also bans stressed high vowels: i.e. 
*∆PrWd≤{e,o}.  In short, such a language would require a reversal in the relative ranking of 
mid and high vowels.   
 From a conflation perspective, for [a] and high vowels to be conflated no active 
constraint can assign them violations.  However, for mid vowels to be distinct from both 
[á] and [í ú], some set of constraints must assign mid vowels unique violations.  In the 
present theory, both *∆PrWd≤e,o and *∆PrWd≤i,u would have to be active to distinguish mid 
vowels from the others.  However, these constraints also distinguish high vowels from [a], 
meaning that they cannot be conflated.  In other words, the present theory constraints 
necessitate that for a scale | x > y > z |, if x is distinct from y and z is distinct from y, then x 
is not conflated with z. 
 It is important to note that the predictions of the present theory not only rest on its 
constraints, but on the idea that CON contains no antagonistic constraints – i.e. constraints 
that impose the opposite harmonic relations between categories.  For example, the 
constraint *σ�/midV cannot exist; this constraint assigns violations to mid vowels in 
stressed syllables, thereby favouring stressed high and low vowels over stressed mid 
vowels.  Such a constraint allows for a non-contiguous conflation, thereby subverting the 
present theory’s effects.  The fact that such a conflation does not happen indicates that 
CON does not contain such a constraint.   
 In summary, the present theory allows for contiguous conflations only, but places 
no restrictions on which categories conflate or how many separate conflations there may be 
in a single system.   
 While this chapter has focused on vowel sonority, there are constraints for every 
subset of the sonority hierarchy: e.g. *∆PrWd≤liquid, *∆PrWd≤nasal, etc.  With these 
constraints, the present theory predicts that stressed liquids and nasals should be even less 
desirable than schwa.  This prediction is borne out in the New Zealand dialect of English 
(my own).  Schwa can be stressed: e.g. [b��t] ‘bit’, [pr��ti] ‘pretty’.47  However, stress never 
falls on a liquid or nasal, as in many other English dialects.  In words like ‘illness’, schwa 
takes the stress: [��ln�s], *[l�n�s].   

                                                        
47  The high front lax vowel [�] in other English dialects corresponds to [�] in New Zealand English. 
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3.5.5 The conflation-hierarchy implication 

The preceding sections have identified the present theory’s predictions for 
hierarchical relations and possible conflations.  This section examines dependencies 
between the two.  The present theory predicts (65). 
 
(65) The Conflation-Hierarchy Implication 
 •  x,y,z are members of some scale S 
 if x and y are conflated  

and x is more harmonic than z,  
then y is more harmonic than z. 

 
For example, the categories ‘mid vowel’ and ‘high vowel’ are conflated in Gujarati: 

neither attracts stress over the other (e.g. [ju�ópni], [khe�ío]).  Mid vowels attract stress 
away from schwa ([kój�ldi], *[koj��ldi]), so the present theory predicts that high vowels 
will attract stress away from [�] too (as indeed they do: e.g. [wísm�r�n], *[wism��r�n]). 
 A system that is predicted to not exist is one that is similar to Gujarati, with high 
and mid stressed vowels conflated and where (i) mid vowels attract stress away from 
schwa but (ii) stress does not avoid schwa for high vowels, producing [wism��r�n] instead 
of [wísm�r�n].  In effect, this situation is one of “Avoid [��] only if the alternative is 
significantly better (i.e. a mid vowel).” 
 I have found no systems like quasi-Gujarati; more generally, there is no language in 
which the Conflation-Hierarchy Implication does not hold.  The reason that the prediction 
identified above follows from the present proposals is outlined in (66).  x, y, and z refer to 
scale categories.   
 
(66) Conflation-Hierarchy Implication: reasoning 
 •  x,y,z are members of the same scale 
 (i) If x is more harmonic than z then there is some active constraint C1 which 

favours x over z. 
 (ii) If x is conflated with y then no active constraint favours x over y or y over x. 
 (iii) If no active constraint distinguishes x over y,  
   then C1 must assign the same violations to x as it does to y. 
 (iv) If C1 assigns the same violations to x and to y,  
   then C1 favours y over z (because C1 favours x over z – from (i).) 
 (v) Therefore, y is more harmonic than z.    
 

This outline will now be discussed step-by-step. 
If x is more harmonic than y in a grammar, then some active constraint assigns 

more violations to y than to x.  For example, [é] is more harmonic than [��] in Gujarati 
because [��] violates some active constraint while [e�] does not.  At this point, it doesn’t 
matter what the constraint is: the present theory offers both *∆PrWd≤{i,u} and *∆PrWd≤� – 
either will give the right result.  Now, when we say that [é] is conflated with [í] (and [ú]), 
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we mean that there is no active constraint that distinguishes the two.  The constraint 
*∆PrWd≤{i,u} does distinguish [é] from [í], so it cannot be active.  This leaves *∆PrWd≤� as 
the only possible active constraint.  But now [í] must be distinct from [��]: the latter violates 
the active constraint *∆PrWd≤� while the former element does not.  In this way, it follows 
purely by the logic of ranking and the form of the constraints that if high and mid vowels 
are conflated, and mid vowels are actively favoured over schwa, then high vowels are also 
favoured over schwa. 

In a sense, this result reduces to a general property of classical OT: constraints 
eliminate losers; they do not pick which of the remaining candidates is the winner 
(McCarthy 2001b:106-7).  In other words, if a candidate violates a constraint C, C cannot 
pick out which of the remaining candidates must be the winner.  That job is up to the 
remaining constraints.  For example, if a candidate [apa] violates ONSET, ONSET cannot 
then designate that [pa] must win; whether [pa] or [�apa] wins is determined by other 
constraints (i.e. MAX and DEP).  The same is true of the present situation: if a candidate 
violates *∆PrWd≤�, it cannot designate that the winning candidate must contain a stressed 
[a].  Which non-�� candidate wins is entirely up to the remaining constraints. 
 In summary, the present theory places a number of restrictions on conflation.  
Conflation of non-contiguous categories is not possible, and conflation necessitates certain 
hierarchical relations. 
 
 
3.6  Conflation and fixed ranking 

The aim of this section is to precisely characterize the types of conflation that fixed 
ranking scale-theories are able and unable to produce, building on work by de Lacy 
(1999a, 2000a) and Prince (1999).   

In §3.6.1, an individual set of constraints in a fixed ranking is shown to allow only 
‘high-end conflation’ – conflation with the most unmarked scale categories.  Section 3.6.2 
considers the conflations produced when several sets of constraints in fixed rankings are 
intermingled.  This section shows that although several sets of constraints with a particular 
complementarity of form allow for a larger number of conflations, they are still unable to 
produce systems with two or more separate conflated sets of categories (as in Nganasan).  
Section 3.6.3 summarizes the results.  
 
 
3.6.1 High-end and low-end conflation 

By way of example, the fixed-ranking constraints in (67) will be employed here: 
 
(67) Fixed Ranking Sonority-Stress Constraints (after Kenstowicz 1996) 
 || *σ�/� » *σ�/{i,u} » *σ�/{e,o} » σ�/a || 
 

As established in previous sections, two categories x and y are conflated when there 
is no active constraint that distinguishes between them (see §3.3.2.2 for discussion of 
‘active’).  An active constraint is one that is crucial in picking a winner from some relevant 
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candidate competition.48  For example, since the categories ‘stressed high vowel’ and 
‘stressed mid vowel’ are conflated in Gujarati, there can be no constraint that assigns 
different violations to them, and is active – i.e. outranks ALIGNFTR in this situation. 
 In contrast, two categories x,y are distinct when some constraint that distinguishes x 
from y is active.  In Gujarati, the categories ‘stressed schwa’ and ‘stressed high vowel’ are 
distinct, so some active constraint must favour one over the other – i.e. *σ�/{�}. 
 In Fixed Ranking theories, there are implicational relations between constraint 
activity: if a constraint *x is active then all constraints that universally outrank it are also 
active.  For example, if the constraint *σ�/{e,o} is active, then so are *σ�/{i,u}, and *σ�/�.  
The forced activity of these constraints prevents conflation of the categories to which they 
refer.  For example, since *σ�/� is active, the category ‘stressed schwa’ cannot be conflated 
with any other category.  The same goes for *σ�/{i,u}.  An implication of this point is that if 
a category conflates in a fixed ranking theory, it can only conflate with the unmarked 
category.  For stress, the diagram in (68) graphically illustrates the possible conflations: 
each oval represents a conflated set.  In short, if a category c is conflated at all, it is 
conflated with the most unmarked scale category – [a] in this case. 
 
(68) Possible conflations under Fixed Ranking 

 � i,u e,o a 
 

To clarify, the Nganasan low-end conflation case will be reviewed here.   
 As pointed out above, Fixed Ranking theories can successfully conflate any 
category with the most unmarked scale element.  For example, the categories ‘stressed mid 
vowel’ and ‘stressed low vowel’ can be conflated, in the Nganasan analysis, and repeated 
here. 
 
(69)  
 /�ajbomti/ ALIGNFTR *σ�/{e,o} *σ�/a 
 (a) (�ájbom)ti *!  * 
� (b) �aj(bómti)  *  
 

Since all constraints that distinguish the two categories are inactive, the distinction 
between mid- and low-vowels is successfully eliminated in the ranking in (69). 
 In this same way, high vowels can be conflated with mid and low vowels for stress 
– achieved by rendering *σ�/{i,u}, *σ�/{e,o}, and *σ�/{a} inactive through ranking.  Finally, 
stressed schwa can be conflated with high, mid, and low vowels if all sonority-stress 
constraints are inactive.  In all these conflations, though, the conflated categories form a 
contiguous range of the scale starting with the least marked [á].  This type of conflation is 
called ‘high-end conflation’ here. 

                                                        
48  For stress, a “relevant candidate competition” involves candidates that differ in stress placement.  Properly 
speaking, the activity of a constraint is relative to specific processes.  For example, a constraint may be 
inactive for stress purposes, yet active in determining the quality of epenthetic material.  The meaning of the 
term ‘active’ will be self-evident in the following discussion. 
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 However, the Fixed Ranking theory cannot produce ‘low-end’ conflations, 
illustrated in (70).  Each oval represents a low-end conflation – one that cannot be achieved 
with a single set of constraints in a fixed ranking. 
 
(70) Low-end conflations 

  � i,u e,o a 
 

To illustrate, it is impossible for stressed high vowels and mid vowels to be 
conflated with the Fixed Ranking constraints unless they are conflated with low vowels.  
To explain, if central and high peripheral vowels are not conflated with low vowels, then 
constraints that distinguish between high peripheral and central vowels must be active: i.e. 
*σ�/{i,u}, *σ�/{�}.  However, if these constraints are active, they have the unfortunate side 
effect of producing a distinction between high and central-vowels, therefore preventing 
them from conflating.  The relevant tableau from the Nganasan analysis is repeated in (71). 
 
(71)  
 /hurs��i/ *σ�/{�} *σ�/{i,u} ALIGNFTR 
 (a) hur(s���i) *!   
� (b) (húrs�)�i  * * 
 

A summary of the results identified above is given below. 
 
(72) Fixed Ranking and High-End Conflation 
 •  For all sets of constraints C with constraints of the form *Σ/x,  

where x∈ S, S is a scale, 
  Σ is some structural element, 
  and the members of C are in a fixed ranking 
 If x is conflated with y,  

then x is also conflated with u. 
  •  x,y,u are members of S. 
  •  u is the unmarked category in S, relative to the structural element Σ. 

 
In other words, a set of constraints in a fixed ranking can only produce ‘high-end’ 

conflation – it cannot conflate unmarked categories without also conflating them with 
marked ones. 
 
 
3.6.2 Complementary constraints and multiple conflation 

If the Fixed Ranking theory can only produce high-end conflation, it follows that 
the Fixed Ranking theory can only produce one set of conflated categories per system.  In 
other words, a system like Nganasan’s is impossible to produce: this language has two 
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different conflations – of central and high peripheral vowels, and of mid peripheral and 
low vowels. 
 To illustrate, a constraint type relevant for conflation here in sonority-driven stress 
is one that mentions the unstressed syllable (closely equivalent to the non-DTE of the 
PrWd, in the present theory).  Unstressed syllable (σ-) constraints are provided in (73).49 
 
(73) Fixed Ranking unstressed syllable-sonority constraints 

|| *σ-/a » *σ-/{e,o} » *σ-/{i,u} » *σ-/� || 
 

Following Prince & Smolensky (1993), Kenstowicz (1996), and the present 
proposals, the constraints reverse the scale hierarchy, with unstressed low vowels the least 
favoured type.  These constraints are the fixed ranking equivalent of the present theory’s 
*-∆PrWd/sonority constraints (cf de Lacy 1999a for non-heads and the tonal scale, Prince & 
Smolensky 1993 for syllable margins). 
 The constraints have an effect that is very close to that of the *σ�/x constraints: they 
favour candidates with stressed low vowels over all others, and so on through the 
hierarchy.  This point is illustrated in tableau (74). 
 
(74)  
 /p�tiketa/ *σ-/a *σ-/{e,o} *σ-/{i,u} ALIGN-σ�-L 
 (a) p��tiketa *! * *  
 (b) p�tíketa *! *  * 
 (c) p�tikéta *!  * * * 
� (d) p�tiketá  * * * * * 
 

The tableau shows that the winning form is the one with the stressed low vowel.  In 
a form without low vowels, candidate (c) – with a stressed mid-vowel – would win, and so 
on through the hierarchy. 
 As observed in Prince (1999) and my previous work (de Lacy 1999a), the *σ-/x 
constraints have the same hierarchical effect as the *σ�/x constraints, they differ in 
conflation.  While the *σ�/x constraints cannot conflate [��] and [í ú], for example, the *σ-/x 
constraints can do so. 
 
(75)  
 /p�ti/ *σ-/a *σ-/{e,o} ALIGN-σ�-L *σ-/{i,u} 
� (a) p��ti    * 
 (b) p�tí   *!  
 

                                                        
49  Crosswhite (1998) presents a series of positively formulated constraints in a fixed ranking that have a 
similar effect: e.g. σ	→a “Stressed syllables must contain [a]”, and so on.  The criticisms applied to the *σ
/x 
constraints apply equally to the positive constraints here – the positive constraints do not allow for conflation 
of the Nganasan type.  For further discussion of positive constraints in general, see de Lacy (1999a, 2000a) 
and §3.5.1.3. 
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In the tableau above, stress does not avoid schwa for the high vowel, showing that 
the two categories are conflated.  Even so, the activity of *σ-/a and *σ-/{e,o} shows that 
high vowels and schwa are not conflated with any other category. 
 The reason that the *σ-/x constraints can conflate stressed schwa with stressed high 
vowels again reduces to the fact that Fixed Ranking theories can produce high-end 
conflation.  Since the sonority scale is reversed in combination with σ-, schwa is the high 
end of the scale for this particular set of constraints.  So, any conflation with schwa is 
admissible, effectively producing the conflations diagrammed in (76). 
 
(76)  � i,u e,o a 
 

The net result is that almost any conflation may take place in the Fixed Ranking 
theory if both *σ�/sonority and *σ-/sonority constraints exist.  To illustrate the empirical 
effect of this point, a table of conflation types is presented in Table 3.6, with active 
constraints indicated for each conflation type. 
 
 Table 3.6: Conflation typology: Fixed Ranking theory 
 Categories Active Constraints 
 � i/u e/o a *σ�/� » *σ�/{i,u} » *σ�/{e,o}  
 � i/u e/o a *σ�/�, *σ-/a  
 � i/u e/o a *σ�/� » *σ�/{i,u}  
 � i/u e/o a *σ�/�  
 � i/u e/o a *σ-/a » *σ-/{e,o}  
 � i/u e/o a Predicted to be impossible 
 � i/u e/o a *σ-/a  
 � i/u e/o a None 
 

As indicated, almost every conflation can be done with the Fixed Ranking 
constraints.  However, there is one type that is still predicted to be impossible: the 
Nganasan system. 
 The property that sets the Nganasan system apart from the others is that it has two 
conflations: [��]~[í ú] and [é ó]~[á]; all others have just one (or none).  This property points 
to a general result: even with both the *σ�/x and *σ-/x constraints, the Fixed Ranking theory 
cannot produce systems with two or more conflations. 
 To illustrate this point, in order to conflate [��] with high vowels, there can be no 
active constraint that distinguishes the two.  This requires *σ�/� to be inactive, and hence all 
the *σ�/x constraints to be inactive.  Therefore, all the conflations must be due to the *σ-/x 
constraints. 
 The *σ-/x constraint that distinguishes [��] from [í ú] is *σ-/{i,u}, as shown in tableau 
(75) above.  Hence, it must be inactive.  However, *σ-/{e,o} must be active in order to 
distinguish high vowels and schwa from mid vowels.  This point is made in tableau (77). 
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(77)  
 /kontu�a/ *σ-/a *σ-/e,o ALIGNFTR 
 (a) kon(tú�a) * *!  
� (b) (kóntu)�a *  * 
 

However, a problem arises: since *σ-/{e,o} is active, *σ-/{a} must also be active.  
Since these two constraints distinguish stressed mid vowels from low vowels, the ranking 
requires the categories ‘mid vowel’ and ‘low vowel’ to be distinct.  Thus, mid vowels and 
low vowels cannot be conflated if high vowels and schwa are also conflated, as shown 
below. 
 
(78)  
 /�ajbomti/ *σ-/a *σ-/e,o ALIGNFTR 
 (a) �aj(bómti) *!   
� (b) (�ájbom)ti  * * 
 

The problem just described results from the general property of constraint 
activation described above.  If a constraint C is active, then all constraints that are in a 
fixed ranking above it are also active.  If a constraint is active and distinguishes x from all 
other categories, then x cannot be conflated with any other category.  Since *σ-/{e,o} must 
be active in Nganasan, *σ-/a must also be active.  If *σ-/a is active, then [á] cannot be 
conflated with any other category.  To generalize: relative to a set of constraints that 
mention scale S, if category c is not conflated with category d and d is more marked than c 
on S, then x is not conflated with any category in S.  The net result is that there can only be 
one conflation per system.   
 Although only the *σ�/sonority and *σ-/sonority constraints have been discussed 
here, the result generalizes to all sets of structurally complementary scale-referring 
markedness constraints.  So, for any set of fixed-ranking constraints with the form *Σ/x (Σ 
is a constituent and x is some scale category), if there is a corresponding set of constraints 
*Σ’/x (Σ’ is every relevant structural position except for Σ) then the combined effect of the 
two constraints allows for every system with a single set of conflated categories.  
However, it still does not allow for systems with two or more separate conflations.  This 
point is summarized in (79). 
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(79) Structurally Complementary Scale Constraints in a Fixed Ranking: Conflation  
For a scale S  
and two sets of constraints C1, C2 on S, 
(a) C1’s members have the form *Σ/x, 

 Σ is a structural position, x∈ S. 
(b) C2’s members have the form *Σ'/x,  

Σ' is every relevant structural position except for Σ 
 (c) for all x,y∈ S, if || *Σ/x » *Σ/y || then || *Σ'/y » *Σ'/x ||  
 Then the only restriction in conflation on scale S with respect to Σ is that: 
  (i) if x is conflated with y and 
  (ii) if z is conflated with some category,  
  then z is conflated with x and y. 
 

In other words, no two-conflation systems are allowed.  By generalizing the result 
this way, it applies not only to sonority-driven stress, but to all sonority-influenced 
prosodification, including – for example – syllabification.  In addition, the generalization 
extends beyond the sonority scale to tone (de Lacy 1999a).   
 
 
3.6.3 Summary 

To summarize, a set of scale-referring markedness constraints K in a fixed ranking 
cannot produce low-end conflation: if c is conflated, it must be conflated with the most 
unmarked category.  If there is a set of constraints that is structurally complementary to K 
in the way described in §3.6.2, then almost all systems with a single conflation can be 
produced.  However, no systems with two or more conflations can be generated with fixed-
ranking constraints, regardless of the number of constraints in CON. 
 These results are summarized in (80). 
 
(80) Fixed Ranking Conflation Implication 
 For all sets of constraints with the form *Σ/s,  

where s is a point on scale S,  
and Σ is some structural element [optional] 

 (i) If *Σ/p is active, then  
for all x∈ S s.t. | x 〉  p |, *Σ/x is active. 
(ii) For all y, if *Σ/y is active then y is not conflated with any category. 
(iii) Therefore, if p is not conflated with any category, then  
for all z∈ S s.t. | z 〉  p |, z is not conflated with any category. 

 
In other words, if x and y are distinct categories and | x 〉  y |, then x is distinct from 

all categories (i.e. x is not conflated with any category), relative to a particular set of 
constraints. 
 Importantly, the result above does not apply to sets of constraints *Σ/x where there 
is no corresponding set *Σ’/x.  With such constraints, it is only possible to produce high-
end conflation, as established in §3.6.1.  Such a system is provided in chapter 4§4.3 
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(Kiriwina).  This system is shown to require constraints that refer to the structural category 
-∆Ft and that there is no set of constraints that refers to the exact complement – i.e. a 
combination of foot DTEs and unfooted syllables.  Since this system has low-end 
conflation too, it provides crucial evidence for the stringent formulation of scale-referring 
markedness constraints, like Nganasan. 
 This section concludes with the point that the property of the Fixed Ranking theory 
that prevents low-end conflation is its invariant ranking; the fact that its constraints are not 
stringently formulated is irrelevant.  In other words, a theory with stringent constraints in a 
fixed ranking would also fail to produce adequate conflation.  The reason relates to 
activation – in any fixed ranking theory, if a constraint C is active, it implies that all other 
constraints that outrank it are also always active.  Since constraint activation implies lack 
of conflation, any fixed ranking theory will have implicational relations between 
conflations.  The fact that any contiguous conflation is possible – and therefore that there 
are no implicational relations between conflations – shows that scale-referring markedness 
constraints are freely rankable, and therefore stringently formulated. 
 Finally, it should be noted that conflation in prosodification is not the only 
phonological phenomenon that shows the need for stringent constraints.  Other relevant 
phenomena – neutralization and assimilation – are presented in chapters 5 and 7.  
Nevertheless, conflation in prosodification provides the most transparent evidence for 
stringent constraint form. 
 
 
3.7  Summary 

This chapter has shown that the ranking of scale-referring constraints must be 
freely permutable.  This property of the present theory enables it to deal with conflation, 
while fixed ranking places unattested restrictions on possible conflations.  In effect, fixed 
ranking of scale-based constraints makes certain conflations dependent on others: x and y 
can only conflate if y and z have already been conflated.   

The dependency relation can be illustrated with the fixed ranking || *∆PrWd≤{i,u} » 
*∆PrWd≤{e,o} ||.  If stressed mid vowels are distinct from stressed low vowels, as in 
Gujarati, then *∆PrWd≤{e,o} must be active.  But if it is active, then *∆PrWd≤{i,u} is also 
active.  If *∆PrWd≤{i,u} is active, then high vowels and mid vowels cannot be conflated, as 
shown by [.�ok�ine] below: 
 
(81)  
 /t�ok�ine/ *∆PrWd≤{i,u} *∆PrWd≤{e,o} ALIGNFTR 
� (a) (t�ók�i)ne  * * 
 (b) t�ok(�íne) *! *  
 

There is no ranking of the constraints above that can produce conflation of high and 
mid vowels here.  Since the two categories can only be conflated if *∆PrWd≤{i,u} is 
inactive, ALIGNFTR would have to outrank *∆PrWd≤{i,u}.  Such a situation would also 
render *∆PrWd≤{e,o} inactive, though, meaning that mid and low vowels should be 
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conflated too.  In short, fixed ranking sets up implicational restrictions between possible 
conflations, but freely rankable constraints impose no such restrictions. 
 As demonstrated in §3.6, identifying exactly which conflations are impossible with 
fixed ranking constraints depends largely on the existence of other related constraints.  A 
valid generalization, though, is that no fixed ranking theory can produce systems with two 
or more conflations.  In addition, on its own, no set of constraints in a fixed ranking can 
produce low-end conflation – conflation of marked categories alone.  However, if there are 
two sets of constraints that differ only in that they refer to complementary structural 
elements, any system with a single conflation can be produced. 
 As discussed in chapter 2, unfettered ranking permutation and the need to effect 
hierarchical relations between categories necessitates local harmonic bounding.  In turn, 
local harmonic bounding necessitates scales that refer to contiguous parts of a scale.  So, 
the argument presented in this chapter not only advocates free ranking, but that constraints 
refer to a range of a scale rather than individual points.   

The results of this chapter have broad implications for theories of constraints.   
•  Constraints cannot be in fixed rankings as they would be unable to adequately produce 
all attested conflations.   
•  Constraints cannot refer to points on a scale – to do so would prevent hierarchical 
relations and allow non-contiguous conflations.   
•  CON cannot contain any constraint that is antagonistic to the constraints of the present 
theory: if a constraint favours x over y, there can be no constraint that favours y over x; 
such a situation would eliminate hierarchical relations and produce unattested conflations.  
This restriction clearly places severe restrictions on CON, so not only does the present 
theory propose a set of constraints, but significantly limits the space of possible additional 
constraints in CON. 
 
 


